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Sunus

TBD Bilisim Dergisi olarak Ekim 2024 ile Nisan 2025
aylarini kapsayan yeni sayimiz ile sizlerle bulusmanin
kivancini yasiyoruz.

Turkiye Bilisim Dernegi 19 Nisan 2025 giinu
yapilan 36. Olagan Genel Kurul ile yeni bir dénemin
baslangicina da taniklik etmisér. 2017 yilindan beri
TBD Genel Baskanligi'ni stirdiirmekte olan Sayin
Rahmi Aktepe bu Genel Kurul ile gérevini tamamlamis
ve gorevini yeni Genel Baskana birakmisar. Rahmi
Aktepe'ye ve birlikte gérev yapan takim arkadaslarina
bugline kadar vermis olduklari hizmetler, yapmis
olduklari degerli katkilar i¢in bir kez daha tesekkr
ederiz. Sayin Aktepe’nin TBD 35. Donem Calisma
Raporu’nda yer alan yazisini da dergimizin “Bagyaz!”
bélumunde bulabilirsiniz.

Dergimizin yayima hazirlandigi glinlerde
gerceklesen Genel Kurul’da Genel Bagkanliga Sayin
Mehmet Ali Yazici ve Sayin Kenan Nurhan Alensaat
aday olmuglardir. Genel Kurul Divan Baskanhgi’ni
ylrutme onurunu bana veren her iki Genel Baskan
Adayimiza da bir kez daha tesekkir ederim. Divanda
gorev alan Sayin Ersin Tufan Yalvag, Sayin Av. Pelin
Ozkaya ve Sayin Av. Ekin Dereboy’a da ayrica tesekkiir
ederim.

Genel Kurul'da yapilan se¢imde TBD 36.
Dénemi’nde gorevi Ustlenen Sayin Kenan Nurhan
Alensaat ve arkadaslarini da kutlarim. M. Ali Yazici
ve arkadaslarinin da TBD uyesi olarak katkilarinin
stirmesini dilerim.

i. Ilker Tabak
TBD Yayin Kurulu Baskani

Dedgerli okurlar,

Turkiye Bilisim Dernegi etkinlikleri basta olmak
Uzere Ulkemizin bilisim gindemindeki konulara bu
sayimizda da yer veriyoruz.

TBD’nin ana etkinliklerinden olan KAMUBIB-
BIMY etkinligi ile TBD 41. Ulusal Bilisim Kurultay!
da gec6gimiz stire icinde gerceklesbrilen
etkinliklerimizden olmustur.

Yayin Kurulumuzun degerli Gyesi Sayin Ersin Tasc!
tarakndan hazirlanan BiLiSIM HABER biilteni de
sayfalarimizda yine yerini aldi. TBD etkinliklerini anlik
olarak haberlesBren Sayin Ersin Tas¢r’'nin bu 6zenli
calismasi sayfalarimizda yer bulmayi surdirecek.

TBD etkinliklerinden kisa haberlerin yani sira kdse
yazilari ile dergimize deger katan yazarlarimiza da bir
kez daha tesekkir ederiz.

TBD Bilisim Dergisi 26. Bilimkurgu Oykii
Yarismasi’nda birinci olan Zafer Bayraktar’in
“Yapilacaklar Listesi” adli dykutsu de bu sayimizda
okuyucularla bulustu. Yarismada birinci olan Zafer
Bayraktar’l bir kez daha kutlariz.

Yeni sayilarda bir kez daha bulusmak dilegiyle
saglikh ve mutlu gunler dileriz...

i. llker Tabak
Yayin Kurulu Bagkani
Nisan 2025




Basyazi

Tirkiye Bilisim Dernegi’nin Degerli Uyeleri,

Turkiye’de bilisim kalttrinin olugsmasi, tlkemizin
bilisim ¢adina hazirlanmasi ve diinyada éncu bir tlke
olmasi icin Tirkiye Bilisim Dernegi olarak 50 yili agkin
stredir micadele ediyoruz. Bu mucadelenin cok dnemli
bir bolumunde sizlerle birlikte oldum.

Bu surecte, Turkiye Bilisim Dernegi’'ni benzer
yapilardan ayiran en buyik ézellik; tlkemizin aydinlik
gelecegi igin bir araya gelmis, hicbir menfaat beklen®si
olmayan, llke yararina gonulld is birligine her zaman
hazir; kendinden, ailesinden, isinden ve zamanindan
fedakarlik eden insanlarin bir arada olmasidir.

Bu cae alenda hicbirimiz “bir” degil, her zaman
“birlik” olduk, “binlerdik”. Guclimuzl 6rgutli
yapimizdan, samimiye®mizden ve her kosulda tilke
menfaa® icin mucadele eden anlayisimizdan aldik.

Degerli kurucularimiz, Turkiye Bilisim Dernegi’ni
tlkenin aydinlik gelecegi i¢in kurdu ve bu kurulus
ilkeleri, bugtine kadar goreve gelen tim yéneemlerce
korundu. Ben de kurulusundan 4-5 yil sonra dahil
oldugum Dernekte, neredeyse her kademede gorev
aldim ve bu anlayisi ekip ruhuyla perginledim.

Ne mutlu bana ki, tilkemizde bilisim ekosisteminin
olusturulmasi ve Turkiye'nin bilisimde dunyada 6nct
bir tlke olmasi i¢in; Turkiye Bilisim Dernegi caasl
alenda 14 yil boyunca bagkanlik yapam. Ayrica tim
calisma hayaem boyunca da bilisimin gelismesi
icin mucadele verdim. Bu miicadeleyi, degerli ekip
arkadaslarimla birlikte ytruZum. Her yéneém sinirl
saylda kisiden olusuyordu; ancak her bir yéneémin
arkasinda, Dernegimiz ve lilkemiz neye ihBya¢ duyduysa
destek veren binlerce insan vardi. Bu, Dernegimiz ilk
kuruldugunda da boyleydi; biz devraldi§imizda da
boyleydi, inaniyorum ki bizden sonra da bdyle olacak.

Degerli Bilisimciler,

30 yil dnce ulkemizde bilgisayar okuryazarligi icin
miicadele ederken, bugiin hep birlikte yeni bir cagin
baslangicina taniklik ediyoruz. ilkelerimiz her zaman
Turkiye Bilisim Dernegi’nin ilkeleriyle 6zdes oldugu icin,
yalnizca taniklik etmekle kalmamali, ayni zamanda bu
yeni ¢agin énclleri olmaliyiz.

Bu surecte, yone®m olarak 6zel sektor ile kamu
arasinda bilisim ekosistemini olusturmak adina bir
denge kurmaya calisek. Calistaylarimiz, etkinliklerimiz
ve raporlarimizla kamuya dnctluk egk; ozel sektor ile
kamunun bilisim ¢aginda birlikte ilerlemesini saglamaya
calisek. Cok dnemli adimlar ayk ve kamuda farkindalik
olusturduk. Bu streclerin tamaminda 6zel sektor de
yanimizda oldu. Hepsine ayrica tesekkir etmek isterim.

Baskanligim stresince, yone®m kurullarimiz ve
destek veren binlerce tiyemizle birlikte TBD’nin
kurumsal yapisini guclendirmek adina 6nemli adimlar
ayKk. Dernegimizin etkinligini ararmak amaciyla yeni
projeleri hayata gecirdik; Uyelik yapimizi geng ve
dinamik bir yapiya dénusturduk. TBD’nin ulusal ve
uluslararasi diizeyde bilinirli§ini ararmak icin sektor
liderleri ve kamu kurumlariyla stratejik isbirlikleri
gerceklesordik. CEPIS basta olmak lizere Avrupa
Birligi ile yakin iliskiler kurduk; Kuzey Kibris Tirk
Cumhuriye®'nin Bilisim Adas! Vizyonuna énemli katkilar
sagladik, Rusya Bilisim Dernegi ile ortak projeler
gelisérdik. Uluslararasi diizeyde 6nemli ¢alismalara imza

ayKk.

Ulkemizde dijital dontisiimii desteklemek amaciyla
kamu ve 6zel sektdrle ortak projeler yuruZik. Yapay
zekd, siber giivenlik ve diger tiim bilisim alanlarinda
farkindalik yaratmak ve poli©ka 6nerileri sunmak i¢in
calisma gruplari olusturduk. Siber giivenlik konusunda
egiem ve seminerler diizenledik; kamu kurumlari ve
0Ozel sektdrle ortak projeler gelisBrerek Turkiye'nin siber

guivenlik altyapisina katki sagladik. Kadin isthdamini ve
geng yetenekleri destekleyen projeleri hayata gegirdik.
Universite 6grencilerine yonelik burs programlari ve
Mentorluk projeleriyle gencleri sektdre kazandirdik.

Dinya yeni bir caga dogru ilerlerken, ne yazik ki
Ulkemiz hala kisir taresmalarin odaginda ve kiresel
gelismelerin disinda kaliyor. Bu kisir dongliden
kurtulmak zorundayiz. Savunma sanayisinde elde
et gimiz basarilari tum sektorlere yaymaliyiz. Bizler,
pandemi ve deprem gibi Ulkemizi derinden etkileyen
buyuk yikimlar karsisinda bile iki cephede birden
mucadele etmeyi basardik. Pandemi suirecinde, basta
uzaktan ¢alisma olmak tizere kamu ve 6zel sektoriin
bu dénuisimden en az zararla ¢ikmasi icin calisek.
Depremde elimizden gelen her tirli yardimi sagladik ve
tim etkinliklerimizde farkindalik calismalari ylriaZ k.
Depremi unutmadik; bizden sonrakilerin de toplumsal
olaylara ve afetlere ayni duyarlilikla yaklasacagindan
eminiz. Ayni zamanda ulkemizin glindemini hep
bilisimde tutmaya calisek ve ¢alismalarimiza ara
vermeden devam etk.

Yéniimuiz, Ulu Onder Mustafa Kemal Atatiirk’iin
de belirg§i gibi; “Memlekebmizi bir cember igine
alip diinya ile alakasiz yasayamayiz. Aksine yiikselmis,
ilerlemis, medeni bir millet olarak medeniyet dizeyinin
lizerinde yasayacagiz. Bu hayat ancak ilim ve fen ile
olur. ilim ve fen nerede ise oradan olacagiz ve her
millet ferdinin kafasina koyacagiz.” anlayisiyla ilerlemek
zorundayiz.

Degerli Dostlar,

Turkiye Bilisim Dernegi tarakndan iki kez diizenlenen
ve Ucuinclstnu de gercekles@rmek istedigimiz Bilisim
Sarasr’nin ¢alismalarini her diizeyden uzmanin
kazlimiyla tamamladik. Ancak diinya giindeminin
yogunlugu ve Sayin Cumhurbaskanimizin kendi istegi
olmasina ragmen programina dahil edememesi

Rahmi Aktepe
Turkiye Bilisim Dernegi
Genel Baskani

nedeniyle Sara’yi gercekleseremedik. Yakin bir
zamanda, Sayin Cumhurbaskanimizin kazlimiyla bu
onemli etkinligin, benden sonraki yéne®mlerce layikiyla
yapilacagindan eminim.

Bu siirecte bizimle birlikte yurtyen ¢alisma
arkadaslarima; Merkez Yéne®m Kurullarimizin,
Dene®m Kurullarimizin, Disiplin Kurullarimizin ve Onur
Kurulumuzun degerli Uyelerine; tiim sube yone®mlerine
ve Uyelerine, temsilciliklerimize, icra Kurulumuzun
ve TBD Akademimizin degerli Uyelerine; TBD Calisma
Gruplarimizda emek veren gonllulere, Dernegimizde
resmi bir gérev almamis olsa da kamuda ve 6zel
sektorde bizler icin emek vermis herkese sukranlarimi
sunarim.

Sizlerle birlikte, tlkemizin en aydinlik insanlariyla
yuriimek benim igin bir ayricalike. Cok buyuk isler
basardik, tlkemiz i¢in cok nemli adimlar ay/k. Bu yolu
bir kez daha yurimem gerekse, inanin yine sizlerle
yiriimek isterdim. Ulkemizi gelecege tasiyacak, bilimin,
ilmin ve bilisimin mesalesi olacak sizlerin bu mucadeleyi
daha gucll bir sekilde stirdiirmesi gerekiyor.

Bundan sonra bir Bagkan olarak degil, gururla tyesi
oldugum Turkiye Bilisim Dernegi’nin bir ferdi olarak bu

micadeleye destek vermeye devam edecegim.

Bilimin ve bilginin 1si§inda ytikselen bir Turkiye
yolculugumuzda hepimize basarilar diliyorum.

Saygilarimla...

Rahmi AKTEPE
Turkiye Bilisim Dernegi Genel Bagkani

18 Nisan 2025, Ankara




Bs. Miih., I. ilker Tabak

TBK Bilisim Sistemleri AS
Yoénetim Kurulu Bagkani

Yeni Teknolojik Cag

Baslayacak, baslamak Ulzere, az sonra basliyor, gercekten
baslamak tGzere mi derken yoksa basladi mi? Evet basladi. Yeni
bir cagin baslangicina taniklik etmekte oldugumuzun ayirdina
bile varamadan, goz acip kapayana kadar basladi...

Bu ¢agin adi nedir diye sorsam bir ¢ok kisi “Yapay Zeka Cag1” diyecektir. Yapay Zekd'nin
bu kadar yaygin ve yogun kullaniimakta oldugu, neredeyse her alanda basvuru kaynagi haline
geldigi glinUmizde bu yanit kimseyi sasirtmayacaktir. Yediden yetmise, belki de ikiden
doksanikiye herkesin Yapay Zeka (YZ) ile tanisikligi olmustur; olmadiysa bile yakinda olacaktir.

2000’li yillarin baglarinda yasamimiza giren arama motorlari buglnlerde yerini YZ
araglarina birakmaya basladi. Yalnizca “arama motoru” gibi kullanilmasi YZ’'nin yeteneklerinin
tam kullaniimamasi sonucunu dogurmakla birlikte YZ ile tanmisikhigin bir asamasi olarak
degerlendirilebilir. Tipki bir zamanlar bilgisayarlarin 6nce oyun amagli kullaniimasinda oldugu
gibi...

Y-Zamani® olarak adlandirdigimiz bu siirecin de sonuna mi geliyoruz? Yeni bir ¢ag
basliyor mu? Bu durumu bir de “Deep Seek” Yapay Zeka’ya sordum. Hizli yanit vermesine aligik
oldugumuz YZ'nin saniyelerce distinerek yanit verdigini gordiim. Yanitlarinin sonunda sorular
sormasi da soylesinin ilerlemesinde etkili oldu.

! https://www.bilisimdergisi.org.tr/bilisim-dergisi-sayi-196#dearflip-df 5760/21/ (Tabak, i. i., Y-Zamani, TBD
Bilisim Dergisi, Sayi 197, Sf. 18)

Deep Seek Yapay Zeka ile “Yeni Cag” konusundaki soylesi:

i. ilker Tabak:

Merhaba. Yeni bir
¢agin baslangicinda
miyiz?

i. Tabak:

Kuantum (Nicem)
Destekli Yapay Zeka
Cagi mi diyelim?
Yoksa, Yapay Zeka
Destekli Kuantum
(Nicem) Cag1 mi?

Yapay Zeka (YZ):

Merhaba! Tarih boyunca insanlik, teknolojik, sosyal, kiltiirel veya bilimsel devrimlerle yeni "¢aglar"a
gecis yapmistir. Bugiin de benzer bir déniim noktasinda oldugumuzu distindiiren pek ¢ok gelisme var.
iste bu tartismay besleyen bazi temel unsurlar:

1. Yapay Zeka ve Teknolojik Sigrama
e Yapay Zeka (YZ), 6zellikle ChatGPT gibi biiytik dil modelleri, insan-makine etkilesimini kokten
degistiriyor.
e Kuantum hesaplama, tip, sifreleme ve malzeme bilimi gibi alanlarda devrim vaat ediyor.
e Metaverse ve artirilmis gergeklik (AR), dijital ve fiziksel diinyalarin sinirlarini bulaniklastiriyor.
2. iklim Krizi ve Enerji Doniisiimii
e Fosil yakitlardan yenilenebilir enerjiye gegis hizlaniyor.
o iklim degisikligi, insanligi siirdiiriilebilir yasam ve teknoloji konusunda radikal adimlar atmaya
zorluyor.
3. Biyoteknoloji ve insan Omrii
e CRISPR gen diizenleme, mRNA asilari ve sentetik biyoloji, saglikta ¢igir agiyor.
e "Olimsiizlik" veya "yaslanma karsit tedaviler" gibi konular artik bilimkurgu degil, aktif
arastirma alanlari.
4. Uzay Gag1 2.0
o (zel sirketler (SpaceX, Blue Origin) uzay ticarilestiriyor.
e Ay ve Mars kolonilestirme planlari, insanligin "gok gezegenli tir" olma hedefini somutlastiriyor.
5. Sosyal ve Etik Degisimler
e isin gelecegi: Otomasyon ve YZ, calisma bigimlerini yeniden tanimliyor.

Etik tartismalar: Teknolojiyle gelen mahremiyet, esitsizlik ve kontrol sorunlari yeni ahlaki gergeveler
gerektiriyor.

Peki Gergekten Yeni Bir Cag mi?

Bazilarina gore "Endustri 4.0" veya "Dijital Cag" icindeyiz. Ancak, bu degisimlerin toplumsal refah,
esitlik ve gevreyle uyumlu olup olmayacagi belirsiz. Tarih, teknolojik ilerlemenin her zaman "ilerleme"
anlamina gelmedigini gosteriyor.

Sonug: Evet, teknolojik ve ekolojik devrimlerle yeni bir dénemin esiginde oldugumuz séylenebilir. Ancak
bu ¢agin nasil sekillenecegi, insanligin kolektif tercihlerine bagli. Sizce bu gagin temel degerleri ne
olmali?

Yapay Zeka (Yz):

Bu soru, iki devrimci teknolojinin birbiriyle olan iliskisini ve hangisinin "cekirdek" olarak tanimlanacagini
tartismaya aciyor. Her iki ifade de dogru olabilir, ancak vurgu ve perspektif farki var. Gelin birlikte analiz
edelim:

1. "Kuantum Destekli Yapay Zeka Cag"

® Vurgu: Kuantum hesaplamanin, yapay zekanin (YZ) sinirlarini agmasini saglamasi.

e Nasil?
o Kuantum bilgisayarlar, klasik bilgisayarlarin ¢6zemedigi karmasik optimizasyon

problemlerini (6rnegin, derin 6grenme modellerinin egitimi) saniyeler iginde ¢ozebilir.

o Kuantum makine 6grenimi algoritmalari, veri analizinde devrim yaratabilir.
o YZ'nin enerji verimliligi, kuantum donanimla artabilir.

® Neden Mantikhi?

Kuantum teknoloji, YZ'nin potansiyelini "tetikleyici" bir rol oynuyorsa, bu isim uygun olur.




BASARILI BIR TURKCE BUYUK DIL
MODELINI SIFIRDAN EGITMEK

Ne Kadar Me6n Verisine ihByacimiz Var?

Ozet

Bu ¢alisma, Tiirkge gibi veri
kaynaklarinin sinirli oldugu bir dilde
biiyiik dil modellerini (LLM) sifirdan
egitmenin zorluklarini incelemektedir.
Basarili bir LLM'nin genellikle trilyonlarca
token iceren devasa veri setleriyle
egitildigi g6z éniinde bulundurularak,
agik kaynakli LLM 'lerin veri biiyiikliikleri
ve performanslari analiz edilmis ve 8
milyar parametreli bir Tiirkge LLM'yi
egitmek icin gereken veri miktari tahmin
edilmistir. Bu tahminlere gore, s6z
konusu modelin egitimi icin yaklasik
10 milyon kitaba esdeger veriye
ihtiya¢ duyulmaktadir. Milli Kiitiiphane
koleksiyonu ve internette var olan
Tiirkge web sayfalari gibi mevcut Tiirk¢e
metin verileri degerlendirildiginde
ise, bu ihtiyaci karsilamak icin yeterli
veri bulunmadigi ortaya konmaktadir.

Calismada ayrica, sentetik veri iiretimi,
veri kalitesinin artirilmasi ve "teacher-student" yéntemi gibi alternatif egitim ¢éziimleri ve veri
zenginlestirme stratejileri de tartisiimaktadir. Ayrica telif hakki sorunlarina deginilerek agik veri
paylasiminin ve ilgili yasal diizenlemelerin 6nemi vurgulanmaktadir. Sonug olarak, Tiirkge LLM
gelistirme ¢alismalarinin basarisi igin veri gesitliligini ve kalitesini artirmaya yonelik ¢ok y6nlii bir
yaklasim benimsenmesi gerektigi ve bu alandaki altyapi eksikliklerinin giderilmesinin kritik 6neme
sahip oldugu savunulmaktadir.

1. Giris

Son yillarda, biyik dil modelleri (LLM) dogal dil
isleme alaninda devrim niteliginde gelismelere yol
acmiser. Bu modeller, insan benzeri me6nler tretme,
ceviri yapma, soru cevaplama ve kod yazma gibi
karmasik gorevleri gerceklesrebilmektedir. Ancak, bu
basarilarin arkasinda yatan en 6nemli faktérlerden biri,
bu modellerin egioldigi devasa veri setleridir.

Bir LLM’nin egi®mi iki temel asamadan olusur:

o On e§ieém (Pre-training): Bu asama, bir gocugun
dili 6§renme suirecine benzer. Model, milyarlarca
kelime ve cumle iceren devasa bir meon veri sebyle
"beslenir”. Bu veri seB, interneZen toplanan makaleler,
kitaplar, kodlar ve diger men tirlerini icerebilir. Bu
asamada model, dilin temel yapisini, kelimelerin ve
cumlelerin nasil bir araya geldigini, dil bilgisi kurallarini
ve genel duinya bilgisini 6grenir. Henlz belirli bir géreve
odaklanmaz, genel bir dil anlayisi geligorir.

e ince ayar (Fine-tuning): On egiémden sonra
model, belirli bir gérevde uzmanlasmasi igin "ince ayar
asamasina gecer. Bu asama, bir 6grencinin niversitede
belirli bir alanda uzmanlasmasina benzer. Model,
yapacagi goreve 6zel, daha kiiguk ve "eBketlenmis” veri
setleriyle egielir. Ornegin, bir geviri modeli egitmek
icin, kaynak dil ve hedef dildeki cimle ciftlerinden
olusan bir veri se6 kullanilir. Bu veri se6 "eBketlenmis”
olarak adlandirilir ¢tink(i her veri 6rnegi (kaynak dildeki
cumle) karsilik gelen dogru cikti (hedef dildeki cimle)
ile eslesérilmiser. ince ayar asamasi, modelin genel dil
bilgisini belirli bir géreve uyarlamasini ve o goérevde
yuksek performans gostermesini saglar.

On e§iém asamasi, LLM’lerin basarisi igin kriok
Oneme sahip®r. Model ne kadar cok ve kaliteli veriyle
egiolirse, dil anlayisi ve Uretme yetenegi o kadar
gelismis olur. Ancak, 6zellikle Turkge gibi kaynaklarin
kisitl oldugu dillerde, bu biyukllkte veri setlerine
ulasmak oldukga zordur. Bu durum, Turkce dogal dil
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isleme teknolojilerinin gelisimini ve kiiresel rekabeZeki
yerini dogrudan etkilemektedir.

Bu makalenin amaci, 8 milyar parametreli
bir Tiirkge LLM'yi sikrdan egitmek icin (On egiém
(Pre-training)) gereken me6n miktarini kitap sayisi
Uzerinden tahmin etmeker. Bu amagla, 6ncelikle
acik kaynakli LLM’lerin kullandii veri setlerinin
buyuklukleri ve performanslari incelenecekér. Daha
sonra, bu verilerden yola ¢ikarak Turkge icin gereken
veri miktar hesaplanacakar. Son olarak, Turkiye'deki
mevcut Tirkce me6n kaynaklari degerlendirilerek, bu
ihByacin karsilanip karsilanamayacag taresilacaker.
Ayrica, Turkiye'de buyuk dil modeli geliserilmesinde
karsilasilan veri ve altyapi eksikliklerine deginilip bu
eksikliklerin Ustesinden gelinmesine yonelik bazi
Oneriler sunulacaker.

2. Acik Kaynak Dil Modellerinin E§i®minde
Kullanilan Veri Setlerinin incelenmesi

Dogal dil isleme alaninda biy(k dil modelleri
(LLM), trilyonlarca token iceren devasa veri setleriyle
egiblerek Ustiin basarilar elde etmektedir. Bu veri
setlerinin buykligu ve cesitliligi, modelin dil anlayisi
ve mebn Uretim yeteneklerini dogrudan etkileyen
kriek faktorlerdir. Farkli kaynaklardan gelen me®nlerin
bir araya ge®rilmesi, modellerin cok dilli destek
sunabilmesi ve anlam cesitliligi tasiyan me6nler
olusturabilmesi agisindan buyuk énem tagsir. Ancak,
bu tur veri setleri her zaman esit kalitede olmayabilir
ve dilsel 6nyargilar, tekrar eden icerikler veya disik
kaliteli me6nler model performansini olumsuz
etkileyebilir.

Bu bolimde, Meta, Alibaba, Google gibi blyuk
teknoloji Jrmalarinin agik kaynakli modelleri olan
Llama, Qwen, ve Gemma gibi 6rneklerin veri se®
boyutlari, icerikleri ve performanslari incelenerek,
Tiirkge dil modeli gelisermek icin hedeNenmesi gereken
veri miktari hakkinda Jkir sahibi olunacakar.




Llama Modelleri

Meta Jrmasi tarakndan gelis@rilen Llama 3.1
modeli, yaklasik 15 trilyon token ile e§i6lmisor [1].
Bu model ¢ok dilli olmasina ragmen, e§ieém verilerinin
biyiik bir kismini ingilizce me@nler olusturmaktadir.
Bu durum, Tiirkge gibi kaynaklarin daha az yer aldig
diller icin daha fazla veriye ihBya¢ duyuldugunu
gostermektedir.

Bir sonraki stirtim olan Llama 3.2 modeli, 9 trilyon
token ile egiBlmisor. Bu modelde dikkat ¢eken bir
0Ozellik, daha kucik modeller (1 milyar ve 3 milyar
parametreli) icin daha buyuk modellerden (8 milyar
ve 70 milyar parametreli Llama 3.1) kullanilarak elde
edilmisér. Bu ydontem, daha kicik modellerin daha
biyuk modellerin bilgi birikiminden yararlanmasini
saglayarak egiom sirecinin verimliligini ararmaktadir.

Qwen Modelleri

Alibaba Jrmasi tarakndan gelisérilen Qwen model
ailesi, 0.5 milyar ile 72 milyar parametre arasinda
degisen boyutlara sahip modellerden olusmaktadir [2].
ilk siiriim Qwen modeli, 18 trilyon token ile egilmiser
ve ¢ok dilli bir yapiya sahip6r. Ancak bu veri seBnde
de ingilizce me@nlerin baskin oldugu goriilmektedir.
Daha sonraki stirim olan Qwen 2.5, yine 18 trilyon
token kullanilarak egi®Imiser ve modelin dil gesitliligi
ararilmiser.

Google Gemma Modelleri

Google Jrmasi tarakndan gelisbrilen Gemma
modeli, baslangicta 2 milyar ve 7 milyar parametreli
iki farkl boyuXa sunulmustur ve 6 trilyon token
ile egi6lmisor. Daha sonraki suriim olan Gemma 2
modeli ise 2 milyar, 9 milyar ve 27 milyar parametreli
varyantlar icermektedir. Bu stirimde kullanilan token
miktarlari sirastyla 2 trilyon, 8 trilyon ve 13 trilyon
olarak belirlenmiger.

Veri Setlerinin Performansa Etkisi

Bu modellerin egioldigi devasa veri setleri, modelin
dil anlayisini ve karmasik gérevlerdeki basari oranini
onemli 6l¢tide ararmiser. Ancak bu veri setlerinin
olusturulmasi sirasinda dikkat edilmesi gereken bazi
noktalar bulunmaktadir:

o Dil Cesitliligi: Modeller genellikle ingilizce agirlikli

veri setleriyle e§ioldiginden, Turkce gibi dillerin
temsiliye® sinirli kalabilmektedir.

o Veri Kalitesi: Tekrarlayan iceriklerin, diistk
dilbilgisi kurallarina sahip me6nlerin ve yanlis
bilgiler iceren veri setlerinin modelin 6grenme
stirecini olumsuz etkileyebilecegi géz 6niinde
bulundurulmaldir.

Bu bélumde ele alinan modellerin veri se®
buykltkleri ve e§iom stratejileri, Turkge dil modeli
geliserme siireglerinde hedeNenmesi gereken veri
miktari ve stratejileri hakkinda degerli ipuglari
sunmaktadir.

3. 8 Milyar Parametreli Turkce Dil Modeli igin Veri
SeBnin Tahminlenmesi:

Bir dnceki bolimde acik kaynakli biyuk dil
modellerinin kullandi§i veri setlerinin buykltkleri
incelendi. Bu incelemelerden yola cikarak 8 milyar
parametreli bir Turkge LLM'yi egitmek icin 6 ila 9
trilyon token arasinda veriye ihBya¢ duyulacagl tahmin
edilmektedir. Sadece Turkge icin egiblen bir model
olacagi dustintlurse, bu rakam 4 ila 6 trilyon token
araligina da dusdrdlebilir. Bu bélimde, 6 trilyon tokenlik
bir veri sebnin kag kitaba karsilik geldigi hesaplanarak,
bir Tlrkce LLM’nin egi®mi i¢in ne kadar biyik bir
veri seBne ihByag duyuldugu somutlaseriimaya
calisilacaktir.

Bu tahmini somutlasarmak adina, token sayisinin
kitap karsihgi hesaplanmiser. Oncelikle bir kitabin
ortalama kag token icerdigi gdzlemlenmiser. Bu
hesaplama icin tg farkl érnek kitap kullanilmiser. Bu
kitaplar ve icerdikleri yaklasik token sayilari sunlardir:
430 sayfalik Nutuk (600.000 token) [4], 258 sayfalik
Anayasa Mahkemesi ifade Ozgurligi (250.000 token)
[5] ve 403 sayfalik Tiirk Aile Ansiklopedisi (210.000
token) [6]. Bu 6rneklerdeki sayfa sayisi ve token sayisi
arasindaki iliski incelendiginde, sayfa basina ortalama
1000 token oldugu varsayilmiser. Dolayisiyla, 600
sayfalik bir kitabin yaklasik 600.000 token icerdigi
Ongorilmistir. Bu dogrultuda:

« 1.000 kitap: Yaklasik 600 milyon token,

« 1 milyon kitap: Yaklasik 600 milyar token
anlamina gelmektedir.

Google Al Studio

(3) Crewte new prompt.
B New tuned model

® Wy lbrary

B Promgt Gallery

% Daveioper documentation
&} Deweloper forum

5 Gemin APY for Enenpeive

R R
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Bu varsayim isiginda, 6 trilyon token buyukliginde bir veri sebnin yaklasik 10 milyon kitaba esdeger oldugu

hesaplanmiser. Diger bir deyisle, 8 Milyar Parametreli Tiirkge Dil Modelinin sikrdan egiomi icin yaklasik 10 milyon
kitaba esdegder bir meBne ih®yac vardir.

. 4 Pleasa provide the dialog so | can create a suitable title. »
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& Compace » Gatcode

Run settings
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Code exscution
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Sonug olarak, 8 milyar parametreli bir Turkce LLM'yi egitmek igin oldukga bilytk bir veri seBne

ihByac duyulmaktadir. Bu veri se®nin buyukltga, Turkce dil kaynaklarinin sinirli oldugunu géz 6niinde
bulundurdugumuzda, 6nemli bir zorluk teskil etmektedir.
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4. Tirkge Yazilmis ve Uretilmis Me®n Miktarinin Tahminlenmesi

8 milyar parametreli bir Tirkce LLM’nin basarili bir sekilde egiflmesi icin yaklasik 10 milyon kitaba esdeger
meBn verisine ihByag¢ duyulmaktadir. Ancak Tirkce me6n kaynaklarinin bu ihGyaci karsilayip karsilayamayacagi
sorusu, dil modeli geliserme stirecinde en dnemli zorluklardan birini olusturmaktadir. Bu boltimde, Turkiye'deki
mevcut meBn kaynaklarinin kapasitesi degerlendirilmis ve bu ihByaci karsilamak tizere énerilerde bulunulmustur.

Basil Kitap Kaynaklari

Tarkiye'deki basili kitap
kaynaklari, Milli Kiitiphane’nin
verilerine gore yaklasik 1.4
milyon kitap ile sinirhidir [7]. Bu
miktar, hedeNenen 10 milyon
kitaba kiyasla oldukca duisik
kalmakta ve Turkge dil modeli
gelisBrme surecinde 6nemli
bir veri a¢igi olusturmaktadir.
Ustelik bu kitaplarin tamaminin
dijitallesbrilmemis olmasi ve
buyuk bir kisminin telif hakki
korumasi alenda bulunmasi, bu
kaynaklarin dogrudan kullanimini
daha da zorlasermaktadir.

Milli Kiitiiphane

4 KOTOPHANELER VE YAYIMLAR GENEL MODORLOGD Site Iginde

Koleksiyonlar1 milyonlarca eserle dolu

Milli Kiitiiphane koleksiyonlarinda temmuz ay1 itibariyla 1 milyon 410 bin basma kitap, 27 bin 796 el
yazmasi eser, sayilar tahmini 10 milyona ulagan 255 bin cilt siireli yayin, 32 ayn tiirde 134 bin 611 kitap
dis1 materyal, 26 bin 362 makaralik mikrofilm koleksiyonu bulunuyor.

Ayrica 20 elektronik veri tabani tizerinden 13 milyon belge sunuluyor.

El yazmasi koleksiyonlaninda Osmanli Devleti'ne ait ilk ansiklopedik eser olan ve 1428 yilinda yazilan
"Muradname". Ebu'l-Hayr Rumi'nin yazdifn "Saltuk-name", Udi tarafindan yazilan "Macera-y1 Mah" gibi

¢ok nemli eserler de yer aliyor.

Zengin koleksiyonunda Osmanh déneminde Arap harfleriyle basilmus ilk matbaa baskilarindan kitaplar
da bulunan Milli Kiitiiphane, halk edebiyatiun en canli kaynaklarindan olan "conkler” ile latin

harflerinde yayin yili 1801 6ncesine ait nadir kitaplara da ev sahipligi yapiyor.

Web Tabanli Turkce Me6n Kaynaklari

Web tabanli me®n kaynaklari, biyik
dil modelleri icin 6nemli bir veri kaynagidir.
Duzenli olarak interneZeki sayfalar
tarayarak buyuk veri kiimeleri olusturan
Common Crawl projesi bu alandaki en
kapsamli veri kaynaklarindan biridir [8].
Common Crawl verilerine gore, web
sayfalarinin dil dagiliminda Turkce sayfalar
yaklasik %1.2 oraninda yer almaktadir.
2024 yili Eylll ay1 tarama verilerine gore:

o Toplam indirilen web sayfasi: 2.8

milyar, 7th and

o Toplam veri boyutu: 410 TB,

Bu verilere dayanarak, Turkce

iceriklerin boyutu yaklasik 5.41 TB olarak t‘
hesaplanabilir.

eb pages (or 410 TiB of uncompressed content)

< Back to Blog

September 24, 2024

September 2024 Crawl
Archive Now Available

The crawl archive for September 2024 is now

available. The data was crawled between September

September 21st 2024, and contains PRSI

Thom Vaughan

Thom is Principal Technologist at the Commeon Crawl Foundation

Literatirde 1 TB HTML metninin
yaklasik 250 milyar token icerdigi varsayiimaktadir. Bu
dogrultuda:

o 5.41 TB’lik Turkge me6n verisi: Yaklasik 1.35
trilyon token icerir ve bu da 2.25 milyon kitaba
esdeger mebn anlamina gelmektedir.

Tiirkge Me6n Kaynaklarinin Toplam
Degerlendirilmesi

Milli Kittphane'deki basili kitaplar ve
Common Crawl verilerinden gelen me®nler birlikte
degerlendirildiginde, toplamda yaklasik 3.7 milyon
kitaba esdeger me6n elde edilmektedir. Bu sayi,
hedeNenen 10 milyon kitabin yalnizca %37sini
olusturmaktadir. Dolayisiyla, 6.3 milyon kitaba esdeger
ek meBn kaynagina daha ih®yag duyulmaktadir.

Web Verisinin Kalitesi ve Sorunlar

Web tabanli Tirk¢e me®nlerin miktari belirli bir
diizeyde ihByaci karsilayabilse de bu verilerin kalitesi,
dil modeli egiominde énemli bir engel olusturmaktadir.
Web verilerinin dstk kalitesi asagidaki sorunlari
beraberinde ge®rebilir:

o Tekrarlayan icerikler: Haber siteleri, forumlar ve
bloglar ayni bilgileri farkli bicimlerde sunarak veri
sednde tekrarlara neden olabilir.

o Dilbilgisi ve Yazim Hatalari: internet me@nlerinin
onemli bir kismi dilbilgisi kurallarina uygun olmayan

veya yazim hatalari iceren me6nlerden olusur.

o Yanlis Bilgi ve Onyargilar: Web kaynakli menler
yanlis bilgi veya dnyargiliicerik barindirabilir, bu
da modelin olumsuz egilimler gelisormesine yol
acabilir.

Veri Temizleme ve Kalite Ararma Yontemleri

Turkce LLM geliserme surecinde, kaliteli bir veri
seB olusturmak igin dikkatli veri temizleme ve Jltreleme
yontemleri uygulanmalidir:

o Tekrarlayan igeriklerin Elenmesi: Veri setlerinde
ayni bilgilerin tekrar edilmesini 6nlemek i¢in
benzersiz meBnlerin secilmesi gerekmektedir.

 Dilbilgisi ve Yazim Hatalarinin Duizel6lmesi:
Otoma®k dil isleme teknikleri kullanilarak
meBnlerin dilbilgisi hatalari giderilmeli ve meén
kalitesi areriimalidir.

o Yanlis Bilgilerin Ayiklanmasi: Glvenilir
kaynaklardan gelen me®nlerin secilmesi, yanlis bilgi
iceren veri kiimelerinin elenmesi icin énemlidir.

Bunlara ek olarak, Turkiye’'de buyuk dil modeli
gelisrmek icin gerekli altyapi eksikli§i de énemli bir
engel teskil etmektedir. Buyuk dil modellerini egitmek
icin gucli donanim ve yazilim altyapisi gerekmektedir.
Bu altyapinin eksikligi, Tlrkiye'deki arasermacilarin ve
gelisBricilerin calismalarini sinirlandirmaktadir.
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5. Degerlendirmeler

Bu calismada, 8 milyar parametreli bir Turkce
biyuk dil modeli (LLM) gelisBrmek icin gerekli veri
miktari ve Turkiye’de mevcut veri kaynaklarinin bu
ihByaci karsilama potansiyeli incelenmiser. Elde edilen
bulgular, Turkce me6n kaynaklarinin sinirli oldugunu
ve dil modeli e§i®mi siirecinde gesitli zorluklarla
karsilasildigini gdstermektedir. Bu baglamda veri
eksikliginin tstesinden gelmek ve kaliteli bir Tirkce dil
modeli gelisBrmek igin 6nerilen ¢ozum stratejileri ele
alinmiser.

Veri Eksikligi

Yukaridaki taresmalar 1si§inda, basaril bir Ttrkge
LLM egi®mi icin en az 6 trilyon token’in gerekliligi ifade
edilebilir. Bu miktar, drnek Turkge kitaplar tizerinden
yapilan analizler ve sayfa basina ortalama 1000 token
varsayimina dayanarak, yaklasik 10 milyon kitaba
esdeger bir veri biytkltgtine denk gelmektedir.
Mevcut veri kaynaklari incelendiginde ise bu hedefe
ulasmanin ne kadar zorlu oldugu ortaya ¢ikmaktadir.
Milli Kitiphane ve basili kaynaklar yaklasik 1.4 milyon
kitap icerirken, Common Crawl verileri yaklasik 2.25
milyon kitaba esdeger me®n sunmaktadir. Bu iki
kaynaktan elde edilebilecek toplam veri, yaklasik 3.7
milyon kitaba denk gelmektedir. Teorik olarak hem
Milli Kitiphane’'deki tim kitaplara hem de web’deki
tlm Tlrkce web sitelerine ulagilabilse dahi, elde
edilebilecek veri miktari bu seviyededir. Ancak, telif
hakki kisitlamalari, teknik zorluklar, web verilerinin
kalitesizligi ve tekrar icerme olasiligi gibi gesitli
nedenlerden dolayi bu teorik limien pra6kte erisilebilir
olmadigi disiiniilmektedir. Sonug olarak, hedeNenen 10
milyon kitabin yalnizca %37’sine denk gelen 3.7 milyon
kitaplik veri, blyuk bir veri agigina isaret etmekte ve
Turkge LLM egi®mi icin yaklasik 6.3 milyon kitaba daha
ihBya¢ duyuldugunu géstermektedir.

Alternadf Coziim Onerileri

Veri eksikliginin Ustesinden gelmek i¢in asagidaki
alternadf yontemler dnerilmektedir:

Sentedk Veri Uretimi
Derin 6§renme teknikleri kullanilarak yapay meén
Uretimi yapilabilir. Bu ydntem, gercek diinyadaki
verilerin yapisini taklit eden veri setleri olusturarak
veri eksikligini gidermeyi amaclar. Sentedk veri
ile dil bilgisini icerecek 6rnekler Uretilip e§iomde
kullanilabilir. Ancak bu yéntemde dikkat edilmesi
gereken en 6nemli husus, sente6k verinin dilin
dogalligini tam anlamiyla yansitmamasi ve gergek

duinyaya dair bilgileri icermemesidir. Ornegin,
istanbul>un ne zaman fethedildigi gibi tarihsel bir bilgi
veya belirli bir kulturel pradge dair detaylar sente®k
veri Uretimi ile elde edilemez. Sentedk veri, dilin
yapisini ve istaBsoksel dzelliklerini 6§renebilir, ancak
tarih, sosyal, kiilttirel, siyasi vb. alanlarda anlamli ve
dogru bilgi Gretemez. Bu tir bilgilerin sentedk olarak
Uretilmesi girisimleri ya basarisizlikla sonuglanir ya
da hatall, kendini tekrarlayan veya mevcut verilerdeki
ényargilari yansitan taraNi bilgilere yol acabilir. Bu
durum, modelin gercekeci olmayan ve olgusal hatalar
iceren meBnler Uretmesine neden olabilir. Dolayisiyla,
sente©k veri Uretimi, veri eksikligine bir ¢ozim olarak
gorulse de gercek diinya bilgisine dayali icerik Uretme
konusunda sinirli bir ¢ozimdr.

Damitma (DisBllaBon) Egiem Yontemleri
Daha kiigtik bir modelin ("student”) sinirli veri ile
e@iblmesinin ardindan daha byiik bir modelin
("teacher™) rehberli§inde bu kiigiik modelin
performansi ararilabilir. Bu yénteme damitma
(diselladon) denir. Bu yontem 6zellikle veri miktarinin
kisith oldugu durumlarda etkili bir 6grenme stratejisi
sunmaktadir. Tirkge LLM’ler i¢in bu yéntemin
uygulanabilirligi, uygun bir "teacher” modelin bulunup
bulunmadigina baglidir. Cok dilli bir BDM (LLM)
ogretmen (teacher) olarak kullanilabilir, ancak Turkge
dil becerisi degerlendirilmelidir. Ogrenci (Student)
model, ¢esitli ve temizlenmis Tirkce veriyle egiblirken,
bilgi aktarimi bilgi damizmi (knowledge dis6lladon)
gibi yontemlerle gercekleserilebilir. Basarisi, Ogrenci
(Student) modelin gesitli NLP gorevlerindeki
performans aresl ile 6l¢ulir. Bu ydntemin potansiyeli
olsa da etkinligi dikkatlice degerlendirilmelidir.

Gelismis Embedding Modelleri
Kelimeleri ve ciimleleri sayisal vektdrlere dondstiiren
“embedding” teknikleri, anlam benzerliklerini
o6grenmek icin 6nemlidir. Turkge dil modeli egiomi
sirasinda ¢ok dilli “embedding” yontemlerinden
faydalanilarak diger dillerdeki verilere erisim
saglanabilir. Bu, veri cesitliligini arararak modelin daha
zengin dilsel yapilar 6§renmesine olanak tanir.

Coklu Dil Modellerinin Kullanimi
Bilyilk miktarda ingilizce veriyle egi6lmis cok dilli
modellerden Turkge dil bilgisini aktarmak, Tirkce dil
modelinin egi®mi icin faydali olabilir. Bu yontem, veri
eksikligini kismen gidermeyi ve modelin performansini
ararmayl amaglamaktadir.

Veri Temizligi ve Kalite Ararimi
Web tabanl verilerin dustk kalitesi nedeniyle,
me®Bnlerin dikkatlice J Itrelenmesi ve temizlenmesi
gerekmektedir. Tekrarlayan icerikler, dilbilgisi hatalari
ve yanlis bilgiler iceren me®nler ayiklanmali ve kaliteli
veri kaynaklari 6nceliklendirilmektedir.

Telif Haklari Sorunu ve Agik Veri Paylasimi

Veri toplama ve kullanimi stirecinde karsilasilan
onemli bir engel de telif haklaridir. Basilan bircok kitabin
telif hakki korumasi alanda olmasi, bu kaynaklarin dijital
ortamda kullaniimasini zorlasarmaktadir. Telif hakki
sahiplerinden izin almak uzun ve maliyetli bir stire¢or.
Acik veri paylasiminin tesvik edilmesi elbeZe énemli bir
adim olmakla birlikte, telif hakki sorununu asmak i¢in
daha somut ve uygulanabilir cbziimler gerekmektedir.
Bu noktada su 6neriler degerlendirilebilir:

o asal Dlzenlemeler: Araserma projeleri igin
telif hakki korumasi alendaki eserlere erisimi
kolaylaseran ve acik veri paylasimini tesvik eden
yasal diizenlemeler yapiimalidir.

o Acik Kaynak Projelerinin Desteklenmesi: Daha
fazla dil verisinin paylasiimasini saglayacak acik
kaynak projelerine maddi ve manevi destek
verilmelidir.

o Telif Hakki Olmayan Me®6nlerin Derlenmesi:
Telif hakki olmayan Turkce me6nlerin toplanmasi,
siniNandirimasi ve arasarmacilarin kullanimina
sunulmasi i¢in bir planorm olusturulabilir. Bu
planorm, kamu mali eserleri, telif stiresi dolmus
kitaplari, acik lisansli me6nleri ve Creabve
Commons gibi lisanslarla paylasilan icerikleri
barindirabilir.

o Telif Hakki Sahipleriyle is Birligi: Telif hakki

sahipleriyle, eserlerinin araserma amacli

kullanimina izin verecek anlagmalar yapiimasi

icin girisimlerde bulunulabilir. Bu, belirli bir Gcret

karsiliginda veya belirli kullanim kosullariyla

eserlere erisim saglanmasini icerebilir.

Bu sekilde cok yonli bir yaklasim benimsenerek,
telif hakki engelleri minimize edilebilir ve Turkce dil
modeli gelisorme calismalari igin gereken veriye daha
kolay erisim saglanabilir.

Tiirkce NLP Alanindaki ilerleme igin Oneriler

Bu aragerma sonucunda ortaya ¢ikan bulgular,
Turkiye’nin dogal dil isleme (NLP) alaninda kiiresel
rekabet gliciinli arermak icin stratejik adimlar aelmasi
gerekogini gbstermektedir:

« Milli Kiitiiphane ve Akademik Kurumlar is Birligi:
Veri dijitalles®rme calismalarinin hizlandiriimasi

ve Turkce me6n kaynaklarinin arasermacilara
sunulmasl.

o Enduistri-Akademi Ortakliklari: Buyuk dil modeli
projelerine destek vermek icin 6zel sektor ve
akademik kuruluslar arasinda is birliginin tesvik
edilmesi.

o E§iom ve Farkindalik Calismalari: Veri bilimi ve
NLP alaninda ye6smis insan kaynaginin areriimasi
icin universiteler ve teknoloji sirketlerinin
destekledigi programlarin olusturulmasi.

6. Sonug

Bu calisma, Sayisal ortamdaki Tuirkge kaynaklarin
hen(z yeterli diizeyde olmamasi nedeniyle bir
dilde buyuk bir dil modeli (BDM - LLM) egitmenin
onemli veri zorluklarini ortaya koymaktadir. 8 milyar
parametreli bir Turkge BDM igin yaklasik 10 milyon
kitaba esdeger veriye ihBya¢ duyulmasina ragmen,
mevcut kaynaklardan yalnizca 3.7 milyon kitaplik veri
elde edilebilmektedir. Bu buyik veri acigl, telif hakki
sorunlari, web verilerinin kalitesi ve tekrar icermesi
gibi etkenlerle daha da derinlesmektedir. Sente®k veri
Grretimi, "teacher-student” egiomi, gelismis gémme
modelleri ve ¢ok dilli modellerden bilgi aktarimi gibi
alternadf ¢oziimler, veri kisitlamalarini ha}Netme
potansiyeline sahip olsa da her birinin kendine 6zgu
sinirlamalari bulunmaktadir. Sonug olarak, basaril
bir Tirkce BDM gelis®rmek icin, veri zenginlesérme
stratejilerinin yani sira, acik veri paylasimini tesvik eden
yasal diizenlemeler, veri dijitallesérme ¢alismalari,
enddistri-akademi ortakliklari ve dogal dil isleme (NLP)
alaninda uzman ye6srmeye yonelik programlar gibi
cok yonli bir yaklasim gerekmektedir.
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