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Kiimesi Boyutu ve Parametre Se¢iminin Etkisi

Fine-Tuning Open-Source LLMs For Turkish Question Answering: The
Impact of Data Set Size and Parameter Selection in the Nutuk Example

[lknur Giir Nalcact Ferhat Seker Kasim Murat Karakaya
Sobrantech Dijital Déniisiim ve Yapay — Sobrantech Dijital Déniisiim ve Yapay TED Universitesi
Zekd A.S. Zeka A.S. Yazilim Miihendisligi
Istanbul, Tiirkiye Istanbul, Tiirkiye Ankara, Turkiye

ilknur.gur@sobrantech.com.tr

O7—Cahsmamizda acik kaynak biiyiik dil modellerinin
(BDM) Tiirk¢e metin derlemleri iizerinde gerceklestirilmis ince
ayar (fine-tuning) siirecleri ele alinarak, bu siireclerde model
basarimim ve egitim verimliligini etkileyen temel etkenleri
incelenmistir. Bu kapsamda Mustafa Kemal Atatiirk’iin
“Nutuk” eseri iizerinden sentetik olarak farkhh veri
boyutlarinda soru cevap ciftleri iiretilmis ve bu veri kiimeleri
iizerinden, farkh agik kaynak dil modelleri parametre verimli
ince ayar yontemi: LoRA kullanilarak egitilmistir. Kiyaslama
icin iiretilen veri kiimesi iizerinden ana modellerin ve 12 adet
ince ayar (fine tune) yapilmis modellerin basarimlari
karsilastirllmistir. Nutuk baglaminda olusturulan 6zgiin soru-
cevap ciftleri iizerindeki yanit dogrulugu ve anlamsal tutarhhk
degerlendirmesinde elde edilen bulgular, ince ayar
calismalarinin Tiirkce belgelerden olusturulacak soru cevap
ince ayar egitimlerinde basarimi artirabilecegini gostermekte;
ozellikle kaynak kisith ve alan 6zgii arastirmalara yonelik
senaryolarda yol gosterici nitelik tasimaktadir.

Anahtar Sozciikler — A¢ik Kaynaklh Biiyiik Dil Modelleri;
Soru Cevaplama; Tiirk¢ce Dogal Dil i§leme; LoRA: Parametre
Verimli Ince Ayar, Veri Kiimesi Olceklendirme; Basarim
Degerlendirmesi; Sentetik Veri Uretimi; Nutuk.

Abstract—TIn this study, fine-tuning processes of open source
large language models (LLM) performed on Turkish text
corpora were examined and the main factors affecting model
performance and training efficiency in these processes were
examined. In this context, question-answer (QA) pairs were
synthetically generated in different data sets from Mustafa
Kemal Atatiirk's work "Nutuk" and different open source
language models were trained on these data sets using the
parameter-efficient  fine-tuning method: LoRA. The
performances of the base models and 12 fine-tuned models were
compared using the benchmark dataset that was generated for
evaluation purposes. The findings obtained from the evaluation
of answer accuracy and semantic consistency on the original
question—answer pairs created in the context of Nutuk indicate
that fine-tuning can enhance the performance of Turkish
question-answering tasks. These results are particularly
informative for resource-constrained and domain-specific
research scenarios.
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parameter-efficient fine-tuning; Dataset Scaling;
Performance Evaluation; Synthetic Data Generation; Nutuk.

I.GIRiS

Biiyik Dil Modelleri (BDM- LLM'er), dogal dil
isleme alaninda 6nemli bir paradigma kaymasi yaratarak,
metin anlama ve tlretme konusunda Onemli yetenekler
sergilemistir. Bu modellerin SC sistemlerindeki potansiyeli,
karmagsik sorgulara anlamli ve dogru yanitlar iiretebilme
kapasiteleri nedeniyle ozellikle dikkat c¢ekicidir. Bu
baglamda, modellerin hedeflenen gorev ve alanlara

uyarlanmasi i¢in ince ayar slregleri kritik bir rol
oynamaktadir.

Geleneksel tam model ince ayar yontemlerinin ytiksek
hesaplama maliyetleri g6z 6niine alindiginda, LoRA (Low-
Rank Adaptation) gibi Parametre Verimli Ince Ayar (PEFT)
teknikleri [1], daha az kaynakla etkili bir uyarlama saglamak
icin umut verici bir alternatif olarak ortaya c¢ikmistir. Bu
calismada, dort farkli agik kaynak BDM ailesine ait olan
Gemma-2-9B [2], Meta-Llama-3.1-8B [3], Mistral-7B-
Instruct-v0.3 [4] ve Qwen3-8B [5] modellerinin, y6nerge
temelli ve LoORA yontemiyle ince ayar uygulanmis siirtimleri,
Nutuk [6] metni lizerinden Tiirk¢e SC basarimi agisindan
¢oztimlenmistir. Calismanin amaci farkli agik kaynak BDM
mimarilerinin, Nutuk gibi 6zgiin bir Tirk¢e tarihi metin
tizerinde yapilan ince ayarlara nasil tepki verdigini
¢Oziinlemek; veri miktarindaki artisin model basarimi
tizerindeki etkisini (6l¢eklenebilirlik) degerlendirmek; sabit
hiperparametrelerle uygulanan LoRA tekniginin genel
etkinligini ve her modelde sagladigi basarim kazanimini
Ol¢mek yer almaktadir. Ayrica, genel amagli modellerin bu
6zel alana ne Olgiide basariyla adapte olabildigini
degerlendirmek ve gelistirilen sentetik  veri {iretim
stratejisinin, modelleri hedeflenen dogrultuda egitme
kapasitesini dolayli olarak goézlemlemek de ¢aligmanin
amaglar1 arasindadir.
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ILILGILI CALISMALAR

BDM’lerin gérev odakli veya alan 6zgii veri kiimeleriyle
ince ayar silirecinden gecirilmesi, Ozellikle Tiirkge gibi
kaynaklar1 smirlt dillerde baglamsal uyumu ve yanit
dogrulugunu artirarak model basarimini anlamli Glgtide
gelistirmektedir; bu siireg, temel modellerin 6zel ya da
kiiltiirel baglamlarda genelleme kapasitesinin yetersiz kaldig1
durumlarda kritik bir gereklilik halini almaktadir [7],[8].

Geleneksel ince ayar yontemleri ilgili modelin tiim
parametrelerinin giincellenmesini gerektirmekte bu da ¢ok
bliytik hesaplama giici (GPU), bellek ve zaman
gerektirmektedir. Bu soruna ¢oztiim olarak gelistirilen PEFT
yontemlerinden biri olan LoRA biiyiik dil modellerinin farklt
gorevlere diisik maliyetle, hizli ve verimli sekilde
uyarlanmasini saglayan bir tekniktir. Bu sayede hem egitim
stireci hafifletilir hem kisithi bilgi bulunan alanlardaki veri
ktimeleriyle etkili sonuglar elde edilebildigi goriilmustiir [1].
Biiyiik Dil Modellerinin ince ayar stiregleri ve bu siireglerin
basarimini etkileyen etkenler, literatiirde kapsamli sekilde ele
almmistir. BDM ince ayarinda model boyutu, veri boyutu
gibi Ol¢eklendirme etkenlerinin etkisi sistematik olarak
arastirillmis; ince ayar slireclerinde optimal basarimin
genellikle 6nemli miktarda veri kiimesi gerektirdigi ve daha
biiytik modellerin potansiyelini gosterebilmesi i¢in yeterli ve
ilgili egitim verisine ihtiya¢ duyuldugu belirtilmektedir [8].
Egitim veri kiimesi olusturulmasinda; sentetik veri tiretimi,
Ozellikle alan 6zgii ¢alismalarda veya belirli soru tiirleri igin
hedeflenmis veri kiimeleri olusturmada kritik bir strateji
olarak 6ne ¢ikmaktadir [9]. Sentetik olarak SC veri kiimesi
iiretilmesinde Gemini modelinin GPT-4, Claude modellerine
gore hem dogruluk hem de biitiinlitkk bakimindan veri kiimesi
tretiminde en giivenilir LLM olarak 6ne ¢ikmistir [10].

Ingilizce disindaki dillerde ve tarihi metinler gibi 6zel
alanlarda LLM uygulamalari tizerine yapilan arastirmalar da
giderek 6nem kazanmaktadir. Ornegin, Misir tarihi iizerine
Arapga Soru-Cevap sistemlerinde LoRA ile ince ayarlanmis
BDM'lerin etkinligini inceleyen c¢alismalar, bu alandaki
potansiyeli gostermektedir [11]. Bu tiir alan ve dil
ozellesmesi odakli arastirmalar, BDM'lerin farkl: kiiltiirel ve
dilsel baglamlardaki uyarlama yeteneklerini ve sinirlarini
anlamak agisindan biiyiik deger tagimaktadir.

III.YONTEM

Nutuk metni lizerinden sentetik veri iiretim asamalari,
ana modeller izerinden ince ayar uygulanmis yeni modellerin
olusturulma ve egitim ortami1 kurulumlarma yo6nelik
calismalar bu béliimde ele alinmistir. Calismanin akis semasi
ve ¢alismada kullanilan modeller, veri {iretim siireci, ince
ayar metodolojisi ile degerlendirme metrikleri Sekil 1’de

gosterilmistir.
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A. Kullanilan Modeller ve Temel Kurulum

Calismamizda, dort farkli BDM ailesinin, genel amagli 6n
egitimlerinin ardindan yonerge tabanli model (instruction-

tuned) versiyonlart kullanilmistir: Gemma-2-9B-IT, Meta-
Llama-3.1-8B-Instruct, Mistral-7B-Instruct-v0.3 ve Qwen3-
8B. Tum modellerin, Unsloth [12] kiitiiphanesi araciligiyla
erigilen ve 4-bit niceleme uygulanmig, Q8 0 GGUF [13]
formatina doniistiiriilebilen versiyonlar1 tercih edilmistir.
Boylelikle verimliligin artirilmast ve daha erisilebilir
donanimlarda ¢alisilmast miimkiin kilinmistir. Egitim ortami
olarak Colab [14] L4 makineleri (22, GPU RAM, 53GB
Sistem RAM, 235,7 Disk) kullanilmig ve bu ortam tizerinden
basarim olgtimleri alinmistir.

B. Sentetik Veri Uretim Stratejisi

Bu calismada kullanilan tim veri kiimeleri, Nutuk adli
eserin tam metninden, sentetik Soru-Cevap (SC- QA) giftleri
uretmek amactyla gelistirdigimiz 6zel bir Yapay Zeka
isgoreni (Al Agent) araciligiyla olusturulmustur. Bu Yapay
Zeka isgoreni, Google Gemini 1.5 Flash API [15]'si
tizerinden belgenin her sayfasindan, onceden tanimlanmis
sekiz farkli soru tipini (Gerg¢ek, Kavramsal, Baglamsal,
Nedensel, Analitik, Yansitici, Listeleme, Ozetleme)
hedeflemis ve tretilen ¢iktilarin format, yap1 ve hedeflenen
saytya uygunlugunu kontrol ederek nutuk min dataset,
nutuk mid_dataset ve nutuk max_dataset olarak her birisi
sirastyla 1290, 2580 ve 4920Tiirkge SC g¢iftleri meydana
getirmistir.  Kiyaslama (Benchmark) veri kiimesinin
tiretiminde ise Gemini 2.0 Flash API’si ile ince ayar
verisinden niteliksel olarak ayrisan ve modelleri daha
zorlayici sorgularla sinamasi hedeflenen 500 6zgiin SC ¢ifti
elde edilmistir.

C. Ince Ayar Siireci

Bu calismada, dort farkli LLM'in her biri i¢in, yukarida
aciklanan tg¢ farkli veri kiimesi (Min, Mid, Max) lizerinde,
Unsloth kiitiiphanesi araciligiyla LoRA teknigi kullanilarak
Gemma-2-9B, Meta-Llama-3.1-8B, Mistral 7B Instruct
v0.3 ve Qwen3-8B modelleri iizerinden birbirinden bagimsiz
bir ince ayar siireci yiiriitiilmistiir. Bu kapsamda Sekil 1’deki
akista belirtilen hiperparametreler her modelde sabit olarak
kullanilmistir.  Ince ayar sonrasinda, egitilen LoRA
adaptorlerinin temel modelle birlestirilmesiyle elde edilen
modeller standart 16-bit formatinda kaydedilmis ve ardindan

Q8 0 niceleme metodu ile GGUF  formatma
dontstirilmiistiir.
C. Kwaslama ve Degerlendirme Olciitleri

Bu c¢alismada, toplam 16 modelin basarimi

degerlendirmeye alinmistir. Bu modeller; doért farkli BDM
ailesine ait yonerge tabanli versiyonlar1 ve bu versiyonlarin
her birinin t¢ farkli veri kiimesiyle LoRA teknigi
kullanilarak ince ayar uygulanmis tiger varyanti olmak tizere
toplam 12 farkli modelden olusmaktadir. Tim modeller,
daha once detaylar1 verilen ve 500 6zgiin SC ¢iftinden olusan
kiyaslama  veri  klimesi {izerinde test edilmistir.
Karsilagtirmalarin adil ve tutarli olmasi amaciyla, tim
kiyaslama testleri ayn1t L4 GPU donaniminda ve 6nceden
belirlenmis sabit ¢ikarim  parametreleri  kullanilarak
ylriitilmiistiir. Modellerin soru cevaplama bagsariminin farkl
acilardan gozlenmesi amaciyla SBERT Similarity [16], Bert
Score F1 [17], ROUGE [18], F1 Skor [19] 6l¢timleri alinarak
degerlendirilmistir. Boylelikle modellerin  karsilagtirmali
olarak hangi yonlerinin giiglii oldugu gézlemlenebilecektir.
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IV.COZUMLEME SONUCLARI

Bu bolimde, c¢alismada degerlendirilen toplam 4
yonerge tabanli ana model ve 12 ince ayarlanmis toplam 16
modelin, kiyaslama veri kiimesi iizerindeki ¢6ziimleme
bulgular1 degerlendirilmistir. LoORA teknigi ile yapilan ince
ayar igleminin ve kullanilan veri kiimesi boyutunun, tiim
degerlendirilen BDM ailelerinin Tiirkce SC basarimi
tizerinde belirgin ve pozitif bir etkisi oldugu gozlemlenmistir.
Bu durum, sinirli miktarda alan 6zgii veriyle bile olsa, PEFT
yontemleri aracilifiyla yapilan ince ayarin  model
uyarlamasinda temel bir fayda sundugunu gostermektedir.

Sekil 2’de goriildiigii tizere ince ayar yapilmamis ana
modellerden en iyi basarima 0,6827°lik skorla Gemma, en
disik basarima  0,6683  skoruyla Mistral modeli
sahiptir. Ince ayar ve artan veri kiimesi boyutunun SBert
Benzerlik skorlar1 tizerindeki pozitif etkileri Sekil 2°de acik¢a
gosterilmigtir. nutuk_max_dataset ile yapilan ince ayar
sonucunda en yliksek SBert Benzerlik skoruna (0.7263)
ulasan Gemma-2-9B modeli, ana modeline kiyasla yaklagik
%6.39'luk bir gelisim sergilemistir. Benzer sekilde Meta-
Llama 3.1 8B modeli nutuk max dataset ile SBERT
Benzerlik skorunda ana modele gore yaklasik %5.74°liik bir
artis gostermistir. Mistral-7B, yaklasik %6.97 ve Qwen3-8B
modeli de yaklasik %6.83 ile SBERT Benzerlik metriginde
basarim artis1 géstermislerdir.

WMainDotaset  WMinDataset M MidDataset  # Max Dstaset

omez ones 7 07149
oq 0117 07131 g7139

07031
06827
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I I | |
Gemma aistral

Sekil 2. BDM Ana Modellerin ve Ince Ayarlanmis Modellerinin SBert
Benzerlik Skoru Karsilastirmasi

07103

Sekil 3’te goriildiigii tizere BERTScore F1 metriklerinde
de ince ayar ve artan veri kiimesi boyutunun olumlu etkileri
incelendiginde tiim modeller en yiiksek skorlara
nutuk max_dataset ile ulagsmistir.
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Sekil 3. BDM Ana Modellerin ve Ince Ayarlanmis Modellerin BERTSkor
F1 Karsilastirmasi

Her bir modelin, ana modellerine oranla iyilesme
oranlarini ele alirsak bu 6lgiitlerden en yiiksek BertSkor F1
degerine (0.6373) ulasan Gemma-2-9B modeli %23.46'lik,
en diisiik baslangic BertSkor F1 degerine sahip Qwen3-8B

modeli %29.38’lik, Mistral-7B modeli %19.70'lik ve Meta-
Llama-3.1-8B modeli ana modelde en yiiksek skora
ulagmasina ragmen ince ayarlama islemi sonrasinda ise
%8.76'ik bir basarim artis1 sergilemis, nihai skor degeri
digerlerinin ¢ok az gerisinde kalmistir. Tim modeller, artan
veri miktariyla Bert Score F1 basarimlarint yiikseltmis, ince
ayar sonrast modellerin BertSkor F1 degerleri birbirine
yakinsamistir.

Bert Score F1 metriginde, Qwen3-8B ve Mistral-7B
modelleri de Gemma'ya oldukga yakin ve gii¢lii birer bagarim
sergilemistir. Llama-3.1-8B ise, ana (instruct) model olarak
rekabetci bir baslangic yapsa da ince ayar sonrasi bu iki ana
metrikteki nihai skorlar ac¢isindan digerlerine kiyasla bir
miktar geride kalmustir.

Basarim Coziimlemesi ve Siire Degerlendirmesi igin
ROUGE-L ve genel F1 skorlarinda kaydettigi ytizdesel
gelisimler de Cizelge I’de incelenmis her modelin kendi ana
versiyonuna kiyasla ince ayarlanmig modellerin elde ettigi
oransal artiglar1 6zetlenmistir.

CizELGE I. ROUGE-L VE GENEL F1 SKORLARININ YUZDESEL DEGISIMLERI

Model ROUGE-L (Max Dataset F1 Score (Max Dataset

Ailesi FT vs Ana (Instruct) FT vs Ana (Instruct)
Model) Artis % Model) Artis %

Gemma- %.83,19 %381,54

2-9B

Llama- %24.02 %14.05

3.1-8B

Mistral- %63,52 %34,49

7B

Qwen3- %122,35 %104,78

8B

Modellerin cevap stiresi degerlendirildiginde Cizelge II
‘de goriildugii tizere max_nutuk_dataset ile yapilan ince ayar
sonrasinda, tiim modellerdeki belirgin basarim artiginin yani
sira modellerin ¢ikarim siirelerinde de yaklasik %55 ile %80
arasinda belirgin bir hizlanma gozlemlenmistir, 6zellikle
Qwen3-8B modeli yaklasik %79,44 oraninda hizlanma ile en
yiiksek oranda iyilesme sergilemistir.

CizELGE II. MODELLERIN SORU BASINA ORTALAMA YANITLAMA SURESI

()
Model Adi Ana ince Ayarlanmus iyilesme
Model Model(max_dataset) orani

Llama 3.1-8B | 33,84 15,24 %54,96
Gemma-2-9B | 76,20 16,80 %71,95
Qwen-3-8B 87,00 17,88 %79,44
Mistral_v0.3- | 64,80 21,24 %67,22
7B

Bu bulgular, yapilan ince ayarin ve sonraki Q8 0 GGUF
dontisimiiniin, modellerin yalnizca yanit kalitesini degil,
ayni zamanda ¢ikarim siire verimliligini de onemli 6lgtide
artirabilecegini ortaya koymaktadir. Bununla birlikte, her
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modelin bu iyilesmeden faydalanma derecesi ve nihai
basarim-siire dengesi farklilik gostermektedir.

V. SONUC

Bu calisma, dort farkli ag¢ik kaynak BDM’nin Nutuk
metni baglaminda Tiirkge soru cevaplama basarimini, farkli
boyutlardaki veri kiimeleri ve LoRA ile yapilan ince ayar
uyarlamalar1 6zelinde kapsamli bir sekilde ¢oztimlemistir.
Elde edilen temel bulgular, LoRA tabanli ince ayarin ve
ozellikle artan veri kiimesi boyutunun, degerlendirilen tiim
modellerde SBert Benzerlik ve Bert Skor F1 gibi anahtar
olctitler izerinde anlamli bagsarim iyilestirmeleri sagladigini
ortaya koymustur. Bu siirecin sonunda, Gemma-2-9B modeli,
nutuk max_dataset ile yapilan ince ayar neticesinde farkli
6l¢tim kriterlerinde de en yliksek basarimi sergileyerek bu
spesifik gorev i¢in 6ne ¢ikmistir. Bununla birlikte, Qwen3-
8B ve Mistral-7B gibi diger modellerin de, 6zellikle en
kapsaml1 veri kiimesiyle, Gemma-2-9B'ye yakin ve rekabetgi
sonuglar elde etmesi, uygun ince ayar stratejileri ve yeterli
veri ile farkli mimarilerinin de birbirine yakin basarim
potansiyeli tasidigini gostermektedir.

Nutuk metninden 8 farkli soru tipini hedefleyen sentetik
veri tiretim yonteminin etkinligi, modellerin ince ayar sonrasi
gosterdigi  belirgin  basarim artisiyla dolayli  olarak
dogrulanmaktadir. Hedefe yonelik sentetik verinin BDM ince
ayar uyarlanmasinda ve kiyaslama siirecinde degerli bir arag
olabilecegi goriisii ¢alismamizin sonuglari ile paraleldir. Bu
sonuglar, Tirkge dogal dil isleme ve tarihi metin
¢oziimlemesi gibi 6zellesmis alanlarda BDM’lerin ince ayar
uyarlanmasinin basarim potansiyelinin yiiksek oldugunu ve
parametre verimli ince ayar yontemlerinin kaynak kisith
senaryolarda  dahi  degerli sonuglar iretebilecegini
gostermektedir. Caligmamiz, ayni zamanda, hedefe yonelik
sentetik veri Uretiminin ve veri kiimesi boyutunun
6lgeklendirilmesinin, bu uyarlanma siirecindeki kritik roliini
teyit etmistir Meveut c¢alismada basarili  sonuglar
veren sentetik veri Uretim stratejisinin, {retilen sorularin
bilissel derinligini ve ¢esitliligini daha da artiracak yeni
prompt mithendisligi teknikleri veya farkli iiretici model
konfiglirasyonlar1 ile  zenginlestirilmesi potansiyel  bir
adimdir. Ayrica, veri kiimesi Olgeklendirmesinin  bu
calismada gozlemlenen pozitif etkilerinin optimal siirlarinin
ve ¢ok daha biiyiik alan 6zgii veri kiimeleri eklendiginde elde
edilecek ek basarim diizeyinin arastirilmast da degerli
olacaktir. Biitlin bunlardan yola ¢ikarak BDM’lerin sinirli
veriye sahip farkli alanlarda ince ayar uygulamalari sayesinde
basarimimin artirilabilecegi goriilmistiir. Son olarak, farkl
mimarilere sahip yeni nesil acik kaynak BDM'lerin benzer
bir metodolojiyle Tiirk¢e uyarlanma potansiyellerinin ve
basarim-siire dengelerinin karsilastirmali ¢oziimlemeleri, bu
alandaki pratik uygulamalar i¢in de Ongérii niteliginde
olacaktir.
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Bu c¢aligma; firmamizin “Dijital Sozlesme Siireg
Yonetimi ve Yapay Zekd Destekli Coziimler” konulu
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niteligi tagimakta; sozlesmelerin yapay zeka destekli soru
cevap bileseni i¢in alan 6zgii kisith veri kaynagma sahip
alanlarda ince ayar uygulamalarinin c¢oziimleme ve

raporlama tarafinda etkin bir sekilde rol alabilecegini
gostermektedir.

Yapilabilirlik ¢aligmalarimiz kapsaminda modellerin
basarimlarini 6lgmek tizere olusturdugumuz kiyaslama veri
kiimesi akademik ¢aligmalara katki saglamak amaciyla
https://huggingface.co/datasets/dijisoz23/nutuk final bench
mark data baglantisinda agik olarak erisime sunulmustur.
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