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Doppler Radarlari icin Dalgalanma Kayiplarimin Algilanan Radar
Giiciine EtKkisi

M.Ocalan', N.Akcam®
" ?Elektrik-Elektronik Miihendisligi Boliimii, Gazi Universitesi
Eti Mh,. Ytikselis Sk., Maltepe, Ankara, TURKEY

'm_ocalan@yahoo.com, *ynursel@gazi.edu.tr

OZET

Bu makalede, bilgisayar yazilimi MATLAB araciligiyla bir hedef, bir faz dizili
antene sahip monostatik darbeli Doppler radari ve bu radarin hedefe gonderdigi
sinyalin parametreleri girilerek, hedeften yansiyan sinyale ait ¢iktilarin
modellenmesi ¢alisilmistir. Bu modelleme esnasinda kullanilan radar ve hedef
parametreleri, var olan birer drnege uygun olarak alinmis olup, hedefin hareket
modellemesi ve bu modellemenin gergcege uygunlugu i¢in ayri1 bir modelleme
calismast yapilmistir. Ayrica Swerling durumlari; radar kayiplari, giiriiltiinin
olmadigi ve giriltinin mevcut oldugu durumlar igin, modelleme ¢iktilar
karsilastirllarak etkileri gézlemlenmistir.

Anahtar Kelimeler — Doppler radari, Swerling durumlari

1. GIRIS

Radarin temel amaci diisman ve dost objeler hakkinda bilgi toplamak iken, gizliligi yok eden bu
teknolojinin karsisinda ise karistirict teknolojisi gelistirilmistir. Radar teknolojisi génderilen
sinyallerin hedeften yansiyip algilanmasiyla hedefi gérmeyi amaglarken, karistirici teknolojisi
sinyalleri bozarak kendisini radar sistemlerine gostermemeyi amaglar. Bu teknolojilerdeki
sinyallerin bir hedeften yansimasina en biyiik etkenlerden biri, o hedefin elektromanyetik dalga
olan radar sinyallerini yansitabilirligi olarak tanimlanabilen Radar Kesit Alan1 (RKA)‘dir.
Hedeften yansiyan sinyallerin giicti RKA ile orantilidir. Radardan gizlenmek i¢in RKA azaltma
calismalart yapan Sila Beyhan [1], ¢esitli cisimlerin RKA analizlerini yaparak RKA azaltma
metotlarint detayli olarak incelemistir. Calismada hem monostatik hem de bistatik RKA ile birlikte
mitkemmel elektrik iletkenleri ve radar emici madde ile kaplanilan cisimlerin RKA’lar
karsilastirilmistir. Bu sayede hedef radar sistemi sinyalleri yansitilmasinda daha kiigiik gibi
davranacak ve yanstyan sinyallerin giicti, radar algilama giiciiniin altinda kalacaktir. Ancak radar
teknolojisinde, hedef duigsik giic yansitsa bile, ¢esitli yontemlerle (glrtltiniin ve kaybin
indirgenmesi veya daha fazla giice sahip sinyaller gonderilmesi gibi) hedefin algilanmasi
saglanmaya calisilir. Farine, Lombardo ve Ortenz [2], ¢alismalarinda yiiksek ve algak kazangli 151
karigimlariyla genel dizi anten konfigiirasyonlart bulunan modern radar sistemlerinin hedef
algilama ve yon tayini konularini incelemektedirler. Zeynep Arslan [3] ise, Weibull ve Gauss
dagilimli ortamlarda, N darbeli radar alicilarinin Swerling-1 hedef tipi i¢in bagsarimlarimi
incelemistir. Basarim kiyaslamalar;; Weibull ortamda, ortama ait sekil parametresinin farkli
degerleri i¢in incelenmis ve Gauss ortam basarimi ile kiyaslanmustir.

2. RADAR MENZIL DENKLEMIi

Sinyalin antenden hedefe giderken aldig1 yol (gidis menzili) R, ve hedeften antene ulasirken aldigi
yol ise (doniis menzili) R, olmak iizere, etkin anten alanini da i¢eren bistatik radar denklemi Es. 1
ve Es. 2'de verilmistir. Bu degerlerin ayni oldugu durumlarda ortak bir menzil olan R ifadesi
kullanildiginda, monostatik radar denklemi (Es. 3) elde edilir.
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Burada;

: Hedeften yansiyip alinan gii¢ (W),
: Gonderilen gii¢ (W),

: Radar kesit alan1 (m?),

: Anten kazanci,

: Anten ylizey alani (m?),

: Anten-hedef aras1 uzaklik (m),

: Anten yansitma katsayisi'dir [4].
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2.1 Dalgalanma kayiplart (Swerling durumlart)

Radar sistemlerinde hedef, iki durum dikkate alinarak modellenir.
e Radar kesit alan1 degisim hizi,
e Genlik degisimlerinin olasilik yogunluk islevidir [3].

Radar kesit alani; hedefin sekline gore yansimanin hedefin hangi bélgesinden gergeklestigine,
hedefin hareketine ve radarin goriis agisina baglidir.

Swerling modeli, hedef salinimlarini (genlik degisimleri) tanimlamada yaygin olarak kullanilan
bir metot olarak bilinir. Swerling modelinde hedefler salinim hizlarina ve sekillerine gore siniflara
ayrilmistir. Swerling hedeflere ait radar kesitlerindeki dalgalanma durumlar1 dort farkli olasilik
yogunluk fonksiyonuyla tanimlanir [5]. Bu fonksiyonlar;

Swerling durumu (case) 1, yavas salmimli hedefler i¢in tanimlanan durumdur. Swerling-I
durumunda hedeflerin genlik dagilimi Rayleigh bagintisiyla tanimlanir. Bu durum igin olasilik
yogunluk fonksiyonu p(c) Es. 4'de verilmistir.

o

)
P(o)=——¢ (4)

ort
Burada; 6, , hedefin ortalama RKA degeridir.

Swerling durum (case) 2, Swerling-1 durumundan tek farki, hedefin salinimimin hizli olmasidir.
Swerling-I1 durumunda olasilik yogunluk fonksiyonu olarak Swerling-I durumundaki fonksiyon
kullanilir (Es. 4).

Swerling durum (case) 3, yavas salinimli hedefler i¢in tanimlanan durumdur. Swerling-111
durumunda hedeflerin genlik dagilimi, Rician bagmtisiyla tanimlanir. Olasilik  yogunluk
fonksiyonu ise Es. 5 ile ifade edilir.
4o 29

2 e or (5)

ort

P(o) =

Swerling durum (case) 4, Swerling-1V durumunda hedeflerin genlik dagilimi, Rician bagintisiyla
tanimlanir. Swerling-1II durumundan tek fark: hedefin salinimlarinin hizli olmasidir.

Swerling durum (case) 5 (Swerling-0), herhangi bir salinimi olmayan, RKA degeri sabit olan
hedefler i¢in tanimlanan durumdur [5].



3. HEDEF VE RADAR MODELLEMELERI

Bu c¢alismada hedef ve radar sistemi i¢in bilgisayar yazilimmda (MATLAB) birer modelleme
olusturulmus ve gercege yakin sartlar uygulanmaya c¢alisilmistir. Bu modellemelerde amag, sabit
bir radar sistemi ile bu radar sistemi kapsam alanindan gecen rastgele hareketli bir hedefi
canlandirmaktir. Daha sonra radar sistemi ile hedefe sinyal gonderip, yansiyan sinyalin gii¢
degerleri; sistem kayiplar1 yok iken ve sistem kayiplari var iken incelenmistir. Ayrica kayipl ve
kayipsiz durumlar Swerling durumlar etkileri altinda da incelenmistir.

3.1 Hedef Modellemesi, Girdileri ve Ciktilari

Hedef modellemesinde rastgele bir giizergah secilerek, fakat belirli kurallar ¢ergevesinde ve
kurallara uygun bir hareket algoritmasiyla birlikte bir F-16 Fighting Falcon savas ugaginin bir
noktadan baska bir noktaya ulasirken radar menzili ic¢indeki hareketleri canlandirilmaya
calistlmistir. Hedefin RKA, radara olan uzakligi (konum) ve hizi (Doppler kaymasi), radar
modellemesini etkileyecek hedef parametreleridir. Ugagim modellenmesinde kullanilacak gercek
degerlerine yakin olarak segilen bu parametrelere (Tablo 1) ek olarak menzili yaklasik 350 km
olarak alinmis ve radar sisteminin PPI ekrani goriiniimi Sekil 1'de verilmistir.

Tablo 1. Hedef modellemesinde kullanilan parametreler

Parametre ad1 Parametre degeri
Radar kesit alan1 5,012 m’
Baslangig yiiksekligi 10 km
Azami yiikseklik 12 km
Azami hiz 2400 km/saat
Asgari hiz 100 km/saat
Azami ivme 9¢g

Sekil 1'de gortildiigii gibi hedefin radar menziline girisi ve ¢ikist arasinda 1908 saniye
geemistir ve bu stirede 160 adet radar taramasi gergeklesmistir. Modellenen hedefin radar kapsami
icinde olacag1 bu siirecte; en kisa rotadan uzaklik, varis noktasindan uzaklik ve radardan uzaklik
grafikleri Sekil 2'de verilmektedir.

Sekil 1. Hedef modellemesi rota ¢iktisi



Sekil 2. Hedef uzakliklart

Modellenen hedefin varis noktasina dogru yol alirken elde edilen x-y-z eksenlerine gore anlik
hiz ve ortalama hiz grafikleri Sekil 3'de goriildiigt gibidir.

Sekil 3. Hedefin eksenlere gore anlik ve ortalama hizlar

Modellemede yer alan ugagm radar kapsam alani i¢inde bulundugu sirada sahip oldugu
yiikseklik ve mutlak hiz grafikleri Sekil 4'de gosterilmistir. Buna gore; hedefin ortalama yiiksekligi
10,0786 km ve ortalama mutlak hiz1 1460,94 km/saat'tir.

Sekil 4. Hedef yiiksekligi ve mutlak hizi

3.2 Radar Sistemi Modellemesi, Girdileri ve Ciktilart

Radar sistemi modellemesinde parametreleriyle birlikte faz dizi antene sahip bir HADR radari
(Hughes Air Defense Radar - Hughes Hava Savunma Radari) canlandirilmaya ¢alisilmistir. Hedef
modellemesinden elde edilen gerekli c¢iktilarin yani sira, radar sistemi modellemesinde
kullanilacak olan gerg¢ek degerlerine yakin segilen parametreler Tablo 2'de verilmistir.



Tablo 2. Radar sistemi modellemesinde kullanilan parametreler [4].

Parametre ad1 Parametre degeri
Radar ¢alisma frekansi 3 GHz
Darbe giicii 2 GW
Darbe tekrarlama frekansi 400 Hz
Darbe genisligi 60 us
Yaklasik azami menzil 350 km
Anten tam doniis stiresi 12 sn
Anten kazanci 30dB
Anten caligma frekansi 1-10 GHz
Isabet adedi 1
Algilama olasilig1 0,9
Yanlis alarm olasilig1 10°
Giriilti azami giicii (algilama esigi) 0,2237 uW
Cevre sicakligi 20 °C

3.2.1 Modellemede Giiriiltii Olmamas: Durumu. Ortalama gii¢, darbe tekrarlama zamani, alim
stiresi, Oli stire ve kor menzil degerleri gibi parametreler ise yazilimda hesaplanmaktadir [4].
Ayrica, radar sistemi modellemesinde teoride genellikle kullanilmayan Doppler kaymas1 (kor hiz)
ve yeryiizii egikligi de gercege uygunluk agisindan goz oniinde bulundurulmustur. Bu degerler ve
hedef modellemesinden ortaya ¢ikan degerlerin girdi olarak kullanilmasi ve Es. 3 kullanilarak elde
edilen radar sistemi modellemesinin tiim sinyalleri iceren genel ¢iktisi Sekil 5'te verilmistir.

Sekil 5. Radar sistemi modellemesinde elde edilen sinyal ¢iktilar:

Sekil 6'da 350 km uzakliktaki hedefe gonderilen ilk ve son sinyallerin yani sira, hedef 341,5 km
uzaklikta iken grtiltiiden kaynaklanan algilama esigi tizerinde elde edilen algilanan ilk sinyalin
ciktilar1 verilmektedir.

Sekil 6. Hedefin 350 km mesafedeki sinyaller ile algilanabilen ilk sinyal ¢iktilar

Sekil 6'da, radar sistemi modellemesinde kullanilan girtiltii sinyalinin azami degeri 0,2237 uW'dir
ve bu deger ayn1 zamanda hedeften yansiyan bir sinyalin algilanabilmesi i¢in sahip olacagi asgari



degerdir. Bu nedenle, bu degeri algilama esigi olarak adlandirmak miimkiindir. Sekil 6'da
goriildugii gibi hedef 341,5 km uzakliktayken algilama esigi tizerinde algilanabilen ilk deger
0,229uW olarak elde edilmistir. Sekil 7'de ise hedef RKA‘nda herhangi bir dalgalanma
ongorilmediginden dolayi, hedef radar sistemine en yakin noktadayken (69. tarama, 828. saniye,
63,2061 km) elde edilen en giiglii sinyal (1,926 pW) ve rastgele sec¢ilen 39. (203,872 km) ve 119.
(198,698 km) radar taramasindaki sinyal ¢iktilar1 goriilmektedir.

Sekil 7. Hedef en yakin noktadayken algilanan sinyal ve rastgele sinyal ¢iktilart

Sekil 8. Swerling-I durumunda elde edilen sinyal ¢iktilar:

Sekil 9. Swerling-1 durumunda algilanabilen ilk sinyal ve en yakin noktada algilanan sinyal
ciktilart

Modellenen radar sisteminin yaklasik menzili daha once belirtildigi gibi 350 km olmakla beraber
bu menzil degeri; gurilti, kayiplar ve Swerling durumlarinin ortaya ¢ikmasi halinde degismesi
beklenen bir degerdir [6-8]. Modellemenin bu asamasinda radar sistemi modellemesine ayni
girdiler ile daha once belirtilen Es. 4 ve Es. 5 yardimiyla Swerling durumlari uygulanarak
yazilimdan algilanan sinyallerin ¢iktilar1 elde edilmistir. Swerling-I durumunda Es. 4 yardimiyla
yavas salinimli hedefe gore elde edilen ¢iktilar Sekil 8'de verilmistir Sekilde algilanan en yiiksek
glic degerinin her zaman hedef radara en yakin noktadayken elde edilmedigi gosterilmistir. Ayrica
Swerling-I durumunda elde edilen en giiclii sinyal 864. saniyede 4,394 uW giicii ile 66 km'de elde
edilmistir. Sekil 9'da Swerling-I durumunda algilama esigini gecen ilk sinyal (0,269 uW) ve en
yakin noktadaki sinyalin (3,025 pW) ¢iktilar1 verilmistir. Buna gore radarin menzilinin Swerling-1
durumu g6z 6ntine alindiginda 324,819 km'ye diistiigl goriilmiistiir.



Sekil 10. Swerling-1I durumunda elde edilen sinyal ¢iktilar:

Es. 4 yardimiyla elde edilen hizli salinim (hedefin RKA gore) Sekil 10 ile gosterilmistir. Sekil
10'da Swerling-II durumunun, Swerling-I durumuna kiyasla daha sik salinimli oldugu ve en
yuksek giic degeri olasiliklar dahilinde hedefin radara en yakin oldugu noktada 3,065 pW olarak
elde edildigi goriilmiistiir.

Sekil 11 Swerling-1I durumunda hedefin 350 km mesafedeyken algilanabildigini gosteren ilk
sinyal ¢iktisint vermektedir. Bu mesafedeyken algilanan sinyalin yansimasi, 0,2392 puW ile
algilama esik degerini asmis ve radarin hedefi en uzak noktada algilamasini saglamistir.

Swerling-III durumunda salmimlar Swerling-I durumundaki gibi yavastir (Sekil 12), ve
faydalanilacak olan bagmti Es. 5'tir. Yavas fakat Swerling-I durumuna gore daha giiclii
salinimlarin gozlemlendigi bu durumda en giiclii sinyal, 3,127 uW olarak 63,6 km'de elde
edilmistir.

Sekil 11. Swerling-1I durumunda 350 km mesafede elde edilen sinyal ¢iktilar

Sekil 12. Swerling-11I durumunda elde edilen sinyal ¢iktilari

Sekil 13'te Swerling-1II durumunda algilama esigini gegen ilk sinyal (0,2253 uW) ve en yakin
noktadaki sinyalin (1,922 pW) ciktilar1 verilmistir. Buna gore radarin menzilinin, Swerling-I
durumu g6z 6ntine alindiginda 317,513 km'ye diistigt goriilmiistiir



Sekil 13. Swerling-11I durumunda algilanabilen ilk sinyal ve en yakin noktada algilanan sinyal
ciktilart

Sekil 14. Swerling-1V durumunda elde edilen sinyal ¢iktilari

Swerling-IV durumu modellemesinde (Sekil 14), Swerling-III durumunda oldugu gibi Es. 5'den
yararlanilmigtir, fakat RKA salimimlari Swerling-III durumuna kiyasla daha hizlidir. Sekil 14'e
gore Swerling-IV durumunda algilanan en yiiksek giic 2,745 uW olarak 67,875 km'de elde
edilmistir. Ayrica algilama esigini ilk asan gli¢ 0,2277 uW ve en yakin noktada algilanan gii¢
1,119 uW’dir (Sekil 15). Swerling-IV durumunda algilama esigini ilk asan gii¢ 339,029 km'de elde
edilmistir. Bu deger radar menzili olarak diistiniilebilir.

Sekil 15. Swerling-1V durumunda algilanabilen ilk sinyal ve en yakin noktada algilanan sinyal
ciktilart

3.2.1 Modellemede Giiriiltii Olmasi Durumu. Radar sistemi modellemesinde 6nceki boliimde,
dalgalanma kayiplari (Swerling durumlari) goz oniinde bulundurulmus, ancak radar sistemi
kayiplarinin  (atmosferik, sinyal biciminden kaynaklanan, bant genisligi, filtre uyumlama,
toparlama, sinyal isleme, alici, verici ve anten kayiplarmin) sifira yakin oldugu varsayilmistir.
Fakat gercekte durum bundan farklidir. Bu nedenle radar sistemi modellemesinde Tablo 3'de
verilen degerlere gore tipik toplam kayip degeri (Es.6) dalgalanma kayiplar1 dahil yaklasik 15 dB
olarak yazilima uygulanmistir. Toplam sistem kaybi,

me =L, +L +Ly, +L + Lf +L, + Lsp +L +L +L,, (6)



olmak tizere hesaplanir. Burada, L,,;: Antenden kaynaklanan kayiplar (dB)'dir.

Tablo 3. Radar sistemi tipik kayip degerleri

Kayip tiirii Sembol g;g:l;

Atmosferik kayiplar Latm 1,2 dB

Sinyal bi¢ciminden kaynaklanan kayiplar L 1,3dB
Bant genisligi kayiplari Lgw 1,2 dB

Filtre uyumlama (matching) kayiplari | 0,8 dB
Dalgalanma kayiplart (P¢=0,9 i¢in) L 8,4 dB
Toparlama (integration) kayiplari L 3,2dB
Muhtelif sinyal isleme kayiplari L 3,0dB
[letim hatt1 kayiplar1 (alic1) L 1,0 dB
Iletim hatt1 kayiplari (verici) L 1,0 dB
Tipik toplam sistem kaybi Liop 21,1dB

Sekil 16. Radar sistemi modellemesinde kayplar goz oniine alindiginda elde edilen sinyal ¢iktilar

Sekil 17. Radar sistemi modellemesinde Swerling-I ve Swerling-II durumlarinda kayiplar goz
ontine alindiginda elde edilen sinyal ¢iktilar

Radar sistemi modellemesinin dalgalanma (Swerling) durumlar harig, kayipl sinyal ¢iktilart Sekil
16 ile verilmistir. Sekle gore, sistemde algilama esiginin yiikselmemesine ragmen, algilanan giiciin
kayiplardan kaynakli olarak oldukg¢a diismesinden (en yakin noktada 0,4793 puW) dolayr radar
menzilinin bir hayli azaldig1 goriilmektedir. Bu durumda atmosferik kosullar basta olmak tizere
kayiplarin radar menziline etkisi Sekil 16'da agik¢a goriilebilmektedir.

Kayiplarla birlikte Swerling-I ve Swerling-II durumlar1 uygulandiginda elde edilen sinyal
ciktilart Sekil 17, Swerling-1II ve Swerling-IV durumlari uygulandiginda elde edilen sinyal
ciktilart Sekil 18'de gortilmektedir. Sekillerde elde edilen sinyal ¢iktilarindaki dalgalanmalar,
olasiliklara bagl oldugundan o6nceden verilen kayipsiz modellemelerle benzerdir, fakat aym
degildir.



(1]

(2]

Sekil 18. Radar sistemi modellemesinde Swerling-111 ve Swerling-1V durumlarmmda kayiplar goz
ontine alindiginda elde edilen sinyal ¢iktilart

4. SONUCLAR

Bu caligmada; Swerling durumlari, kayiplar, giiriiltii ve Doppler kaymasi gibi durumlarin radar
menziline etkileri bilgisayar yazilimi vasitasiyla canlandirilmaya galisilarak bir radar sistemi
modellemesi gelistirilmistir. Ayrica modelleme igin gerekli olan hedef bilgilerinin girilmesi igin
gercege uygun bir hedef modellemesi gelistirilmis, ¢iktilart da radar sistemi modellemesi
hesaplamalarinda kullanilmistir. Bu iki modellemede de mevcut bir radar sistemi ve bir ugagin
teknik karakteristiklerinden yararlanilmistir. Radar sistemi modellemesinde, radar sistemi girdileri
ile hedef modellemesinden gelen hedef girdileri hesaplanarak radarmn algiladigi hedeften yansiyan
giic sinyallerinin ¢iktilar1 elde edilmistir. Daha sonra radar sistemine Swerling durumlar
uygulanmis ve bu durumlarda algilanan gii¢ler 6nceden elde edilen giiglerle karsilastirilarak radar
menzili tizerindeki etkileri incelenmistir. Daha sonra radar sistemi tizerine kayiplar uygulanmis ve
ciktilart diger sinyal ciktilari ile karsilastirilarak radar menzili tizerindeki etkileri gozlemlenmistir.
Son olarak da Swerling durumlar1 ve kayiplar ayni anda radar sistemi modellemesine uygulanarak
elde edilen ¢iktilar analiz edilmistir. Ayrica her agsamada radar sistemi modellemesinde giiriiltiiniin
ve bundan kaynakli olusan asgari algilama giiciiniin de radar menzili iizerindeki etkileri
gozlemlenmistir. Modellemeler sonucu, giriiltiiniin dogrudan algilama esigini etkilemesinden
dolay1r radar menzilini sinirladigi goriilmustiir. Aynmi sekilde kayiplarin da algilanan giict
azalttigindan radar azami menzilini azaltigi gozlemlenmistir. Swerling durumlarinda ise
salimimlar ve bu salinimlarin hizlar algilanan giiglerde agik¢a goriilmiistiir.
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ABSTRACT

Agricultural drones are becoming modern tools to provide farmers with a lot of
details about their crops and to achieve some precise farming missions at specific
times for special types of plants and for limited areas. Pesticide spraying is one of
the most important chemical agricultural applications. A new generation of smart
unmanned aerial vehicles is discussed in our paper to achieve an efficient and
economic spraying operation.

In this paper we present our study for a fuzzy logic based sprayer, its
functionality depends on several parameters like: the drone altitude, the drone speed,
the wind speed and the green surface density which is evaluated using some
techniques of digital image processing. The drone is supposed to be equipped by a
camera, inertial unit, FPGA card, GPS module, integrated wireless card, and an
ultrasound sensor for determining the drone altitude.

Keywords — Fuzzy logic controller (FLC), pesticide spraying, unmanned aerial
vehicle (UAV), chemical agricultural application, green surface density evaluation.

1. INTRODUCTION

Thanks to its facility to be built without the need for an accurate mathematical model and to its
flexibility to be modified by the on-site staff. A fuzzy logic controller is proposed in this paper to
adjust the quantity of pesticides which have to be applied over an agricultural crop by an
unmanned aerial vehicle. Several factors represent the inputs of our controller (the drone altitude
and speed, the wind speed and finally the green surface density which has to be determined using
some techniques of digital image processing).

You et al. [1] studied the extent of the crop disease stress and acoustic emission, the
relationship between environmental factors based on the transpiration rate temperature, humidity,
light intensity and CO2 concentration as a crop input precision spraying system. Miller et al. [2]
presented an experiment to determine the effectiveness of using a UAV for dispersing pesticides to
reduce human disease due to insects. The purpose of that study was to perform non chemical or
least toxic chemical techniques to control pests and disease vectors. Huang, et al. [5] have
designed an agricultural spray system for small UAV including specialized electrostatic rotary
atomizers. The use of multiple coordinated UAVs for spray application was presented by Wang, et
al. [7]. Yan et al. [4] proposed a study of map based automatic spraying pesticide system to targets
in real time sensory technology. The performance of their system was not sufficiently strong. The
requirement for low volume application, in consideration of limited payload capacity, was
proposed by Ru et al. [6]. Sugiura et al. [3] achieved the development of on-board monitoring
systems to assist the ground based observer about the situation of the UAV’s status.

The objective of our study is to develop a spraying system for an autonomous UAV that can
precisely apply sprays for agricultural products protection purposes. Detailed explanations about
the fuzzy logic controller will be presented in the next paragraph. Then, evaluating the green
surface density from each given colored image will be discussed in the third paragraph. The
construction of the sprayer will be described with some practical considerations in the fourth
paragraph. Finally, we conclude with some perspectives.
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2. FUZZY LOGIC

Depending on some rules that describe how a system is working, the behavior of its output will be
changed for each difference in its input. This is in general the structure of any control system.
These last rules are normally represented by mathematical models which become more difficult to
be formulated when the complexity of the system increases. While in fuzzy logic, the
mathematical model is replaced by fuzzy rules which are written using some linguistic terms
(fuzzy model).

T e

Knowledge Base

!

| 5| Inference Engine |

Actuators

Sensors

Figure 1. The general structure of any fuzzy logic controller

2.1  Fuzzification step, membership functions

In this first step, any given inputs have to be converted from crisp logic values to fuzzy logic
values (fuzzification) as illustrated in the Fig. 1. Then, the inference engine that contains the
control rules (conditional rules are written using some pre-defined and saved terms in the data
base) will determine the correct output for each group of those inputs. The determined fuzzy
output has to take its value in crisp logic (defuzzification) to be finally applied on the actuators.
The functionality of the converting operations (fuzzification and defuzzification) depends on some
pre-selected membership functions that are playing the main role of giving each crisp input its
fuzzy meaning in the fuzzification step and the vice versa in the defuzzification step.

In this paper, the membership functions illustrated in Fig. 2 are adopted to achieve the
fuzzification. In each function four main fuzzy sets are distinguished (Low, Medium, High and
Very High). The vertical axe in all the successive functions represents an evaluation function as a
normalized value between zero and one. The horizontal axe in each one represents a different crisp
input. For our specifications, the drone altitude will be considered (Low) for those heights
between zero and fifty meters, (Low Medium) between fifty and one hundred meters, (Medium)
between one hundred and two hundred meters, (Medium High) between two hundred and three
hundred meters, (High) between three hundred and five hundred meters, (More High) between five
hundred and one thousand meters and finally it will be considered (Very High) for those heights
which are more than one thousand meters. For the other membership functions, the same principle
will be employed. The drone speed limits are considered between zero and more than four hundred
twenty kilometer per hour. The wind speed limits are considered between zero and more than
ninety kilometer per hour. And, the percentage of green surface density will be extracted from the
green component of the successive captured colored images that are describing the current scenes.

2.2 Decision making

The last explained step was responsible of giving each crisp input its own meaning in linguistic
terms (Fuzzy sets). Then, a new step of decision making has to be done using the inference engine
which is normally composed of successive conditional rules (if and then expressions). For some
designing purposes, arranging all those expressions in some tables will be clearer and more
practical.
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Figure 2. The suggested membership functions for the Fuzzification step. In each
function four main fuzzy sets are considered (Low, Medium, High and Very high).
The functions represent respectively: (the drone Altitude, the drone Speed, the Wind
Speed and finally the Green Surface Density).

In our study, four different inputs are considered. Therefore, different partial tables have to be
discussed in order to design the behavior of the system. For each partial table two inputs have to be
pre-assigned to some pre-selected fuzzy sets. Thus, each cell in the table represents a suitable
output for their assigned states and for a given states of the two other inputs. As an example,
before filling out the Table 1 the following supposition will be formulated:

13



If (Drone Altitude = L) and (Drone Speed = L)

For the same state which has already assigned to the Drone Altitude, two new fuzzy states will
be assigned to the Drone Speed. Thus, two new expressions will be considered:

If (Drone Altitude = L) and (Drone Speed = M)
If (Drone Altitude = L) and (Drone Speed =H or VH)

For each one of the last formulated expressions new table, which is describing the desired
output for the given states of the inputs (Wind Speed and Green Surface Density), will be built.
Six other expressions have also to be formulated to guarantee that all the possible cases of the
spraying operation are taken in account, and for each expression one associated table will be also
made.

If (Drone Altitude = M) and (Drone Speed = L)

If (Drone Altitude = M) and (Drone Speed = M)

If (Drone Altitude = M) and (Drone Speed =H or VH)

If (Drone Altitude = H or VH) and (Drone Speed = L)

If (Drone Altitude = H or VH) and (Drone Speed = M)

If (Drone Altitude = H or VH) and (Drone Speed=H or VH)

Thus, the entire behavior of the system becomes concluded in nine tables. In each table 16
output states are defined and capable of being modified at any time by the on-site staff to realize
the desired performance of the system. From where we can say that Fuzzy Logic Controllers are
easy to be designed and sufficiently flexible enough to be regulated depending on the changes that

may arrive at any time to the environment of the system.

Table 1. In this table, each cell describes a special suitable output for a given inputs (Wind Speed
and Green Surface Density) and the pre-assigned states of (Drone Altitude and Drone Speed).

WS IL M H VH
GSD
IL L M H VH
M M H H VH
H H H VH VH
VH H H VH VH

2.3 Defuzzification step

In this final step, the decided quantity of the pesticides which has to be applied over the crop,
will be converted from its fuzzy value (linguistic term) to its equivalent in crisp logic (digital
value). To do that, the triangular membership function illustrated in Fig. 3 will be used. For some
given inputs, if only one fuzzy rule in the inference engine was activated, only one fuzzy state with
a special value between zero and one will be assigned to the output. Applying this last fuzzy value
on its appropriate fuzzy set in the triangular membership function will be sufficient to determine
the digital output value.
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In other cases, if some inputs are considered like (Low Medium, Medium High or More High)
two conditional rules in the inference engine may be activated. In this case, the theory of (center of
gravity) will be employed to determine the output in crisp logic. The controlled output in the actual
study is considered to be the radius of the spraying valve opening which is measured in

millimeters as it is shown in Fig. 5. In our study, the head of the spraying machine is composed of
one hundred valves.

©(R)

A

[

0 0.5 1 15 2 25 R(mm)

Figure 3. Triangular membership function is selected for the Defuzzification step. In
this function four main fuzzy sets are considered (Low, Medium, High and Very
high). The digital output is considered as a radius of spraying valve opening.

3. GREEN SURFACE DENSITY

A.

87.6891 %

49.6843 %

Figure 4. Two captured images using Unmanned Aerial Vehicle. In the right side
the original image, in the left side the extracted green component. In each case the
percentage of Green Surface Density is illustrated.



The colored images which are taken by a mounted camera on the front of the drone represent in
this study an important sensorial source about the crop over which the pesticides have to be
applied. The percentage of the extracted green component from any given image will be called
Green Surface Density which is one of our system inputs. To calculate this value, the data class of
the RGB image has to be converted into scaled double as a first operation. Then for each pixel, the
following condition has to be satisfied to be considered as a green pixel:

If (the green component of a pixel is > Gr. Thresh.) and
((its red component is < Min. Thresh. and its blue component is < Max. Thresh.) or
(its blue component is < Min. Thresh. and its red component is < Max. Thresh.))

Otherwise, it will be considered one black pixel as it is illustrated in Fig. 4.

In the last conditional expression three thresholds are defined: (Gr. Thresh) is a threshold of
green component of any pixel. (Min. Thresh.) and (Max. Thresh.) are respectively the minimal and
the maximal thresholds of red and blue components for any pixel. These last thresholds are
experimental values, in our study they are selected as follows: (Gr. Thresh. = 0.3), (Min. Thresh. =
0.4) and (Max. Thresh. = 0.7). For some other applications we may try to evaluate Yellow Surface
Density (YSD). In such a case, the last defined condition with its three associated thresholds has to
be changed.

Then, Green Surface Density as a percentage will be calculated as follows:

GSD=-""%100 (1
MN

n: is a total number of green pixels
[M NJ: are the rows and columns number of the colored treated image.

4. THE SPRAYING OPERATION

4.1  The spraying machine

The spraying machine represents the final actuator in this application, it is composed of a container
having a volume of 1m’, and a head of 100 valves as it is shown in Fig. 5. The radius of a valve
opening is supposed to be changeable between 0 and 2.5mm.

A container having a
volume of 1m’

d Uy ... 100 valves

B. The radius (r) of a valve opening

A. The container and the head of 100 valves. is changing from 0 to 2.5 mm.

Figure 5. Simplified drawing for the spraying machine and the changeable radius
of a valve opening.

The volume rate of liquid flow from a valve is given in the following equation:
[y &)
t

V: the volume of the container
A: the area of a valve opening (m.r°)

16



v: the speed of the flowing liquid from a valve
t: the time during which the total quantity of liquid was spread out the container

4.2 Experimental considerations

The speed of the flowing liquid from a valve is defined as: v = 0.25 m/s. The total area of one
hundred opened valves with a constant radius of (2.5 mm) is: 4 = 0.0020 m’.

Applying 1 m’ of pesticide, with a constant valves opening (without using the proposed
approach in this paper) will be achieved during:

(=7 22000 s = 33 minutes.

Av

Now, to compare the performance of the smart spraying operation which is presented in this
paper with the classical method, the volume of pesticide which will be applied over the crop
during the same last calculated time has to be determined. As an example: if the operation of
pesticide spraying was divided for five supposed successive phases during which the valves
opening radius was changing to take respectively the following values: (0.5mm, Imm, 1.5mm,
2mm and 2.5mm) depending on some supposed inputs for each different phase. The main mission
of covering each different region by the appropriate quantity of chemical materials depending on
the density of its green surface and the other parameters will be achieved as it is illustrated in Fig.
6. And the total volume of the sprayed pesticide during the same 33 minutes will be only 0.44 m3
(440 lit). Thus, we are reducing the consumption of pesticide by 56 % comparing with the classical
method. In addition, thanks to its capability of calculating the GSD factor depending on some
techniques of digital image processing, the proposed fuzzy logic controller is capable of solving
the fundamental problem of applying the chemical materials outside the crop limits.

0 33min >

The classical method, the radius of valves opening is constant (2.5 mm), I m’
(1000 liters) of pesticide are applied during 33 minutes

101t 321t 70lit 1251t 2001it .
0 |‘ ‘ ‘ i 33min >

Smart spraying approach is employed. For five successive supposed phases
with different values assigned to the system output, only 0.44 m® (440 liters)
will be applied during the same period of 33 minutes

Figure 6. Comparing the performance between the classical spraying method and
the smart approach proposed in this paper.

5. CONCLUSION AND PERSPECTIVES

In this paper, we present our study to build a pesticide spraying system that depends on some
advanced techniques of fuzzy logic and digital image processing in order to reduce the quantity of
applied chemical materials over the green crops. This smart system may represent an economic
and ecologic choice for the farmers. As it may solve some of their practical problems like spraying
outside the crop limits which may increase the risk of having some negatively affected or polluted
areas. The proposed approach is capable of achieving the desired performance of covering
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precisely the needed areas by the appropriate quantities of pesticide with reducing the total volume
which was needed to cover the same surface using the classical spraying method. All the discussed
and illustrated functions in this paper are already built and tested in MATLAB. The practical and
experimental phases of this project will be started nearly, as soon as the drone, the sprayer and the
sensors are purchased and assembled together as a final product in order to realize our objective of
having an autonomous smart agricultural drone.
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ABSTRACT

More intelligent and faster version of template matching algorithm is presented in this paper. This
advanced method employs the Hill-Climbing strategy to achieve local search around limited
number of randomly sampled pixels, in order to determine the best correlation between two digital
models. Theoretical explanations and practical implementations will be successively illustrated.

Keywords — Template matching, hill climbing, random sampling.

1. INTRODUCTION

Template matching is one of the most widely known algorithms, which is normally used to verify
the correlation state between an indexed digital model (template) and a part of a given image. In
spite of its good competence, its slow performance represents its main drawback. Our aim is to
produce a new and faster version of that algorithm in order to make it more suitable for
autonomous and embedded systems, like in robotics applications. In the next paragraph we discuss
some related works. In the 3" paragraph, the classical version of Template Matching Algorithm is
illustrated. Then, we explain quickly in the 4™ paragraph the initial mechanism of “Hill-Climbing”
search strategy. Then, all the details of our new developed algorithm are explained in the 5™
paragraph. To prove the efficiency of our algorithm, experimental results are shown in the last
section. Then, we conclude with perspectives.

2. RELATED WORKS

Nixon et al. [11] present the classical and famous version of template matching algorithm, which is
a time consuming method, as it becomes useless in the case of having any rotational angle or scale
difference between the two compared models. Other approaches [7, 14] propose working in
frequency domain, but they have some disadvantages in digital implementation, and lack of
reliability to find the location of the best matching. Several approaches [10, 18] propose
configuration similarity retrieving in query processing. Papadias [5] employ hill-climbing
algorithm as a search technique to satisfy each proposed query. The three last mentioned
approaches may be classified according to the size of database images and the type of query
variables (static or dynamic) which may not be simple to be defined, as they need a lot of
constraints. Our approach proposed in this paper doesn’t call the problem of similarity retrieving in
query processing, but it employs random sampling and hill-climbing local strategy as a smart
technique to verify the best correlation between an indexed model and a current image. Our
approach is applied in spatial domain; it aims to accelerate the execution time of the classical
algorithm. In addition, we employ some techniques to overcome problems like angular rotation or
scale variance as it will be seen in the 5™ paragraph.
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3. TEMPLATE MATCHING (The CLASSICAL ALGORITHM)

The mechanism of this algorithm is shown in Fig. (1), where the template of (n) pixels has to scan
the entire image. In each new location, the error has to be calculated as illustrated in Eq. (1), this
determined error has to equal zero if the best correlation is detected.

n,. 2
Errory,x = Zl (lmgyiri,xij - Tempyii,xij) (1)

(i, j) : two integers represent the displacement form the position (x, y) where the template is
actually located.

For an image of [M N] dimensions and a template of (n) pixels, one matching case may be
discovered using this classical algorithm by applying (M*N*n) subtraction operations, which
means a heavy calculation load. On the other hand, this algorithm becomes incapable of verifying
any correlation state if there is any small rotational angle or any scale difference between the
template and the image.

Image

Template

Figure 1. The mechanism of classical algorithm

4. HILL-CLIMBING ALGORITHM

This algorithm is a loop that starts from initial state (node) which is selected randomly in the state
space, and continuously moves in the direction of increasing or decreasing value of the objective
function of the neighbored states. The aim is to reach the state for which the value of the objective
function represents global maximum or global minimum [1, 9, and 16]. For some cases when the
objective function reaches local maximum or local minimum, the algorithm stops its searching
activity without getting the desired solution, such case has to be distinguished and new random
state has to be selected from the state space to start a new iteration.

5. THE IMPROVED ALGORITHM

The principle of our improved algorithm which is presented in this paragraph is faster, more
intelligent and capable of solving problems like scale and angular variance. The two successive
tables (I) and (IT) depict clearly its steps. At first, limited number of pixels in the original image
has to be randomly sampled. To affect all the image regions by the sampling process, we propose
to divide the image into limited number of virtual regions, from each region the same number of
samples has to be randomly taken as it is shown in Fig. (2).

In the second step, template matching has to be verified in the last selected locations. But,
instead of using the classical Eq. (1), the average of template pixels intensities has to be calculated
as in Eq. (2). Then, in each location this last average has to be subtracted, Eq. (5), from the average
of image pixels intensities, which is already determined in Eq. (3). This last calculated error
represents the objective function which has to be minimal in the position of the best correlation.
Therefore, this algorithm doesn’t require the similar pixels in the two arrays (the template and the
sub-image) to be faced in the same order to prove one correlation case. But, it subtracts simply two
averages of two faced areas, as illustrated in Fig. (3). Therefore, verifying the best correlation
between the two digital models, even with the existence of some rotational variance, needs only to
detect the location of the minimal error, because it is impossible to have zero error in such cases.
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Table 1. The developed algorithm.

TempAvrg = SI% TR Temp; ; i

Initial state hasto be randomly drawmn

For the initial state : i = 0
Calculate I'mgdAwrg (v, x)
{Call Comelation Check Procedure)

Jor (j = 1:N)

Jor (i = 1:n) neighbored suggested states
Caleulate I'mgdwvrg(y.x)
([ Call Comelation Check Procedure)
end for

Detemmine the Minimal Emor

if Minimal Error = Errovi_p(v.x)
Local Minimnm case is distinguished, new initial
random sample has to be drawn

else
The state that has the Minimal Error is selected. New
(n) locations will be randomly drawn for the next
iteration.

end if

end for

Table 2. The correlation check procedure

Errov;(v.x) = abs (ImgAvrg(y, x) — TempAvrg)
if Ervor(y.x) ==10
The Solution {Global Mininmunmn ) is found

break
end iff

Tcol Trow

TempAvrg = Z ZTempj,i /n ()

i=l j=1

(n) : the total number of template pixels

(T, L T, ): represent respectively the number of template columns and rows.
a1 -l

imgAvrg = Z Zimg(y+j,x+i)/n 3)
i=l-cx j=l-cy

(n) : the total number of the sub-image pixels

(cx, cy) : are respectively the half number of template columns and rows, they are calculated in the
following equations Egs. (4).
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cx = ﬂoor( TCZOIj +1, cy = ﬂoor(TC;l) +1 4)

(floor) : is a MATLAB function that rounds the real number to its nearest integer towards minus
infinity.

Error(y,x) = abs (imgAvrg(y,x) — TempAvrg) )

(abs) : is a MATLAB function that determines the absolute value of an element.

Then, the calculated error in each randomly selected location has to be evaluated. If it is bigger
than one pre-selected threshold, new random sample has to be taken from its neighborhood. Else,
the template has to achieve its local search using Hill-Climbing search strategy, which is shown in
the Fig. (4). Where, the template has to select one of eight possible locations around it. To decide
for which one it has to move the error has to be calculated in each location and the minimal one
will be the best choice. From this last selected location, the template has to go farther in order to
check the best correlation state which may exist in any different location in the image. To reduce
the execution time as much as possible, the direction of each current step (during the template
movement in its trajectory) will influence the direction of the following step as it is illustrated
using the blue arrows in the Fig. (4). As an example, if the algorithm has already selected the north
east as a movement direction to arrive its best location, the most favorite directions for the
following step will be only one of three possibilities (north, east and north east), and so on.

Figure 2. Up to the image, virtual mask is used to guarantee the best distribution of the randomly
selected samples.

Error( y, X) = abs (imgAvrg( v, x)—TempAvrg)

ImgAvrg

TempAvrg

Figure 3. In one randomly selected location, the two averages are subtracted.
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Figure 4. Light blue cells represent the template pixels, and the template center is in dark blue.
Red cells represent the eight possible neighbored locations. Blue arrows, points to new locations
will be selected randomly with keeping the influence of the last step direction.

5. IMPLEMENTATION AND RESULTS

5.1  Efficiency verification of the developed algorithm

We apply using MATLAB this developed algorithm on a gray scale image illustrated in the Fig.
(5), which has the size of [5S00 700]. The template is illustrated in the same figure as a part of this
image, its size is [S1 51]. The used microprocessor in this implementation is (Intel Core i5,
2.30 GHz). In this experiment we take 1500 samples from 9 different virtual zones of the image.
Thus, we are speaking about 13500 samples. This last operation takes place, at most, in 3 seconds.
This last time will be in the range of milliseconds if the algorithm was applied using C or C++.
Applying the same experiment using MATLAB and the same microprocessor, but with the
classical algorithm consumes nearly 10 seconds. So, we can conclude that the new algorithm is
three times faster than the classical one.

5.2 Places Recognition

In this experiment, a mobile robot localized in (x,,y,,6.) takes an image in a moment (?) as it is
shown in the Fig. (6). The most important part of the image that contains the distinctive features
was selected and indexed in the robot data base, this selected part will be considered later as a
template.

If in another moment (#+07), the same robot takes another image for the same scene, as in the
Fig. (7), but from a new position (x, +3J_,y, + 5y ,0 +0,) and a new point of view. In this case,

scale and angular variance between the indexed template and the current image exist. Therefore,
the desired correlation hasn’t any chance to be detected using the classical algorithm. But our
improved version determines the position where the least local minimum was detected in the
image, as it is marked by the small red cross in the Fig. (7).

Figure 5. Gray scale image of size 500x700. The selected template of size 51x51 is surrounded by
a red square
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Figure 6. The first image is taken by mobile robot in the position (x,,y,,0,) in a moment (), the

template which is surrounded by red square, is §elected as a part of the image that contains some
importany features

Figure 7. Another image is taken by the same mobile robot in another new position
(x,+0,,¥,+0,,0,+05,) inamoment (1+01), the template matching is realized by searching the

least local minimum which was detected in one point which is marked by a small red cross.

6. CONCLUSION

In this paper, we propose the employment of Hill-Climbing search strategy to improve the
functionality of Template Matching algorithm in its classical version. The main development, on
which we concentrate here, is to reduce the execution time of the algorithm with keeping its
efficiency. Some technical ideas are suggested and discussed to solve some practical problems like
scale and angular variance between the image and the template. The new algorithm is explained in
all its steps, and some experimental results are illustrated whether to prove its better performance
in comparison to the classical version or to exploit it in some applications like places recognition
which is useful for mobile robot localization.

To realize the best version of this algorithm, we intend to use parallel programming strategies
to achieve simultancous random sampling and the associated local search in several locations in
the image. This idea may be helpful to reduce more and more its execution time to arrive an
optimal performance which is required for some applications like landmarks recognition
depending on successive indexed images to localize an autonomous unmanned aerial vehicle.
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ABSTRACT

In this study, a new design was suggested in order to improve the performance of
induction motors. In these new designs, slits were applied in the middle of stator and
rotor tooth. In these slitted models, the depth and width in the 56 different slitted
motor models were optimized by Finite Element Method Magnetics (FEMM)
software by using Finite Elements Method (FEM). What value the depth and width
of optimum slit should be was determined in order to obtain nominal torque in the
new motor models created with the proposed slitted structure, and how the depth and
width of slit could affect the torques of motor was demonstrated. In modeling,
polyphase, 3 kW, squirrel cage induction motor was used. As a result of modeling,
increase in the coupling flux provided due to slits, 0.338%, 2.085% and 4% increase
in starting, pull - out and nominal torque values respectively for 15 mm slit depth
and 0.1 mm slit width.

Keywords — Induction motor, slit optimization, speed - torque characteristic, finite
element method

1. INTRODUCTION

Induction motors which have high efficiency, easy control with the development of power
electronics, rugged, cheaper due to mass production etc. are the most commonly used motor in
industrial application. Especially torque - speed characteristic of induction motor is very important
role for a lot of applications [1]. Many different approaches have been applied in order to improve
the performance of induction motor especially in the researches focused on the energy saving
issues. It is possible to collect these approaches under 4 titles [2]. One of them is improve the
performance with the works on slot shapes by using design software [3]. Second is improve the
performance with optimization methods such as Finite Elements Method, Artificial Neural
Networks (ANN), Fuzzy Logic (FL) and Genetic Algorithms (GA) [4], [5]. The other is improve
the performance by developing the materials used [6]. Last is improve the performance by using
magnetic barriers, cut - outs and slits [7].

In this study, slits were applied between the stator and rotor teeth of induction motor in the
proposed design. How the torques of motor was changed in different slit depths and widths and
optimum slit depth and width were determined for maximum motor torques.

2. MAGNETIC BARRIERS, CUT - OUTS and SLITS REVIEW

Recently, to improve induction motor performance through alternative core design some other
approaches have been used such as magnetic barriers, cut - outs and slits. Those designs have been
applied especially on solid rotor induction motor [8], hybrid excitation synchronous motors [9],
switched reluctance motor [10] and interior permanent magnet motor [11]. In the literature, until,
there is no usage of slitted design for laminated core squirrel cage induction motors except for
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author papers [12], [13]. A few studies using slitted design are examined below for different
motors.

Aho, Nerg and Pyrhonen, in their studies, examined the changes of magnetic rotor by adding
slits to the rotor structure of solid rotor induction motor. They showed that when the number of slit
was increased from 28 to 36, the electromagnetic torque could be improved by 6% and power
factor could a little be increased. Moreover, they stated that when the number of rotor slit numbers
were increased saturation occurs between slits and so it worsened the -electromagnetic
performance. They showed that as the number of slit was increased, iron loses were increased [7].
Pyrhonen et al., investigated the torque values changes by slit depth for solid rotor induction
motor. They showed that the best torque is reached when the slit depth is 60% of the rotor radius
[8]. Li et al., suggested slitted structure model in order to prevent the armature reaction in hybrid
excitation synchronous machine. They stated that the effect of armature reaction could be reduced
by making flux line longer with slitted structure [9]. Hybrid excitation synchronous machine with
slitted construction is given Figure 1.

Figure 1. Hybrid excitation synchronous machine with slitted construction.

In their study, Chan and Hamid examined the current, torque and magnetic flux density
changes by slitting in various numbers in the rotor structure of switched reluctance motor by using
FEM. In the study, they stated that a flat topped wave form was obtained in both flux and torque
graphics for five slitted models and the output power increased by 16% (without increase in top
value of current). Moreover, they stated that the saturation in rotor could be controlled by changing
the slit number [10]. Switched reluctance motor with slitted construction is given in Figure 2.

Figure 2. Switched reluctance motor with slitted construction.
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Soong and Ertugrul compared synchronous reluctance and Interior Permanent Magnet (IPM)
motors versus 2.2 kW induction machine. 5 prototype rotors, one of them is standard squirrel cage
rotor, the other two are axially laminated synchronous and an IPM rotor which is given in Figure
3, the last are four barriers and five barriers designs were construction and tested [11].

Figure 3. Axially laminated interior permanent magnet rotor with magnetic barriers.

Yetgin and Turan, in their study, the motor models reformed with the proposed shape design
were analyzed with FEMM software program that uses finite elements method. It was found at the
end of the analyses that when the optimum slit width value was 0.10 mm, motor efficiency gave
better results compared with other slit width values. The increase in slit width caused saturations in
motor teeth and thus caused to worsen the motor efficiency. It was decided at the end of different
modeling that the depth of the slits used in the proposed slitted motor models should be almost the
same height as stator and rotor height. Optimum slit value was determined as 15.00 mm. At the
end of the modeling, 1.869% improvement was obtained in the motor models that had 15.00 mm
slit depth and 0.10 mm slit width compared with the efficiency values of reference model at
nominal operation point [12]. Yetgin et al., by opening slit in the stator and rotor tooth of the
induction motor and reduced the zigzag fluxes, which arise in the air gap of the motor, by 6.123%,
ensuring a 2.041% improvement in the coupling flux. With the point measurements in terms of
their flux densities, it was illustrated that less strain is present compared to the reference motor
[13]. Aho, Nerg and Pyrhonen investigated the effects of the slit depth of solid rotor induction
motor which had a slitted structure on the performance in Figure 4. They indicated that the slitted
rotor created a better field distribution, but reduced the mechanical strength of rotor and it was
difficult to analyze the slitted motor structure analytically. They suggested that the deeper the slit,
the more torque was obtained, and a huge increase was obtained in the power factor value at the
end of their study. They stated that the mechanical brittleness of rotor increased in the slitted forms
which had bigger depth, and in order to prevent it, 1 short and 1 long slitted form could be used.
Moreover, they stated that the depth of slit should be the half of the radius of the rotor [14]. Solid
rotor induction motor with slitted construction is given in Figure 4.
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Figure 4. Solid rotor induction motor with slitted construction.

Matsuo and Lipo presented three generation type synchronous reluctance motor which has
barriers, segmental rotor and axially laminated anisotropic rotor. Synchronous reluctance motor
with magnetic barrier is shown in Figure 5 [15].

Wbyl

P

Figure 5. Synchronous reluctance motor with magnetic barrier.

Zaim, in his study, calculated with FEM how motor performance changes according to the slit
width, depth and number of the solid rotor induction motor. He showed that the more the slit depth
increased, the more the torque increased at certain level and then it decreased. Moreover, he
determined that the torque decreased as the width of slit increased. He stated that while torque first
increased rapidly and then decreased as the number of slit increased in narrower slitted forms, in
wider slits, the torque first increased and rapidly decreased. Furthermore, in that study, it was
stated that rotor flux lines proceeded towards the inner sides of rotor by choosing the suitable slit
depth and width [16]. In the study Nashiki et al., they placed slits on the rotor in order to decrease
the torque oscillation and create magnetic flow in the direction of axis. They examined torque
oscillations for the situations that had and did not have rotor skewing in slitted form. They stated
that when the number of slit was low, torque oscillations could increase [17]. In his study, Zaim
evaluated the performance of solid rotor induction motor that has various power, slit number,
depth and width by using FEM. He showed that while the increase in slit width increased the
torque of motor in the models that have low number of slit, it decreased the torque of motor in the
models that have high number of slit. He also stated that when the slit depth was increased, the
torque first increased and then it decreased [18]. Dorairaj and Krishnamurthy presented in their
study the performance of the polyphase induction motor with slitted ferromagnetic rotor. Their
experimental studies covered the influence of physical dimensions of slits and their number on the
rotor performance, effects of inserting a conducting, nonmagnetic material like copper in the slits,
and the performance of these rotors terminated with and without copper end rings [19]. Jagiela and
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Garbiec evaluated the best length of the induction motor which has slitted solid rotor. They aimed
to obtain maximum efficiency. If the motor’s length of end region is increased from 0 to 12 mm,
the motor efficiency is reducing from 0.58 to 0.53, also torque value is reduce from 0.34 to 0.21
[20].

In this study, a new core design is developed in order to improve the torque - speed
characteristic of induction motor. In the core design, stator and rotor slot shapes, air gap length,
stator outside diameter and shaft diameter etc. values are not changed. Starting, pull - out and
nominal torque values gained from reference motor model and proposed slitted motor models and
the change of torque - speed characteristics are given in comparison. Induction motor design is
getting improved toward to excellence during the century. Proposed slitted tooth core design in the
paper, not only improves the torque - speed characteristics of the induction motor, but also
improves some other performance parameters which are discussed in the paper. Energy efficiency
and quality matters are important issues in the millennium. The proposed design will be applicable
since it offers a few points of improvements in the journey of excellency for the high end induction
motors.

3. FINITE ELEMENT METHOD

The FEM is the most useful program for electrical engineering and motor designer. Its advantage
is handle non - linear problems, time dependent and non-uniform geometry. The FEM process
starts with the creation of a geometrical model and input the motor parameters which are problem
type, frequency, depth, solver precision, boundary conditions, winding values etc. Later, mesh is
created into small triangle. After mesh, the problem is solver and desired parameters are obtained
[21].

There are many studies in the literature using FEMM program [22]-[26] and the results
obtained from comparing the experimental and simulations are supported by each other. When
FEMM simulation and experimental study were compared by [27], error rate was found as
0.065%. In this study, the formulas which used in FEMM models are taken from reference [28].

4. REFERENCE and PROPOSED SLITTED CONSTRUCTION MOTOR
MODELS

New tooth geometry is proposed in order to improve torque - speed characteristic which is the
most important performance criterion in induction motor without using higher grade lamination
sheets. By proposed slitted construction, it is aimed to overcome rotor reaction effects by
decreasing quadrature axis flux such as leakage and zigzag flux in the air gap and, to increase d
axis coupling flux which is the major parameter of induced torque. Thus, induction motor
performance will be improved by using slitted core design. Nameplate of reference motor is given
in Table 1.

Table 1. Parameters of the induction motor.

Motor Parameters Symbol Value
Nominal Power [kKW] P, 3
Nominal Voltage [V] [L-L] U, 380
Nominal Current [A] [L-L] 1, 6.63
Frequency [Hz] fi 50
Power Factor Cos, 0.88
Nominal Efficiency [%] n 78
Rotor Speed [rpm] n, 2844

Reference motor model whose analysis were carried out with FEMM software package is
shown in Figure 6 and the motor model on which the proposed slitted structure was applied are
shown in Figure 7a and 7b. The results and graphics are given for nominal operating point.
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Figure 6. The reference motor (R.M.) model.
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Figure 7. a) Motor model which has 15 mm slit depth, 0.25 mm slit width b) Motor model which
has 7.5 mm slit depth, 0.15 mm slit width.
4.1  Advantages and Disadvantages of Proposed Slitted Construction Motor

The advantages and disadvantages of proposed slitted construction according to reference motor
are [2]:

i). The more effective using of the magnetic flux for all the working areas: reduction of
saturation, properly distribution of flux at the teeth, reduction of rotor reaction

ii). Decreasing additional losses: a properly flux distribution

iii). The reduction of loss values: loss values improve due to decreasing saturation and iron
losses

iv). The reduction of slip: decreasing rotor copper loss

v). The improvement of efficiency: the efficiency increases because of decreasing losses
vi). The improvement of performance at the nominal operating points

vii). The improvement of leakage reactance: the improvement of torque - speed characteristic

viii). For small power motors, the initial construction cost is slightly high owing to cut off the
core with laser.

ix). For big power motors, there will be no extra cost due to the new mold to be created for
mass production.
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4.2 The Opening of the Slits

In proposed design, slits on the teeth of rotor and stator can be machined by laser cutting, wire cut
EDM or water jet cutting machines. Sheets for small horsepower motors can be cut one by one or
multiple at once up to 20 mm thicknesses. In application of proposed slitted design to high power
motors, it is more convenient to use die cutting technics. Since stamping die mold is manufactured
once, there will be no additional costs for high power motors in mass production.

4.3 Determine of Slit’s Depth and Width

Slits were applied in the middle of both stator and rotor teeth of rotor squirrel-cage induction
motor. In the models, slit depth were chosen from 6.25 mm to 23.00 mm. The slit widths were the
models changing from 0.09 mm to 2.50 mm. For each slit depth models having slit width were
created. An optimization work carried out on 56 different designs was presented in Table 2. Motor
models having different slit depth and width were shown as x. Slit depth and width values are
chosen to be made by laser cutting.

Table 2. Motor models having different slit depth and width.
Depth of Slit [mm]
15.00 | 16.875 | 1

Width of
Slit [mm]
0.09
0.10
0.15
0.25
0.50
1.00
1.50
2.50

6.25 | 7
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5. DETERMINING OPTIMUM SLIT WIDTH AND THE EFFECT OF
SLIT WIDTH ON MOTOR NOMINAL TORQUE

In this part, analyses were carried out to determine optimum slit width. The slit widths mentioned
above were applied on the motor models having different slit depth and it was questioned which
optimum slit width provides better motor torque. The obtained torque values for the motor models
with 15 mm slit depth and different slit widths were given in Table 3. At the end of the analyses it
was determined that the saturations occurring in the teeth increased as the slit width increased. It
was determined that when the slit width value was especially at 0.25 mm and over, the saturations
increased high enough to effect the torque. This was clearly shown with the torque values in Table
3.

Table 3. The obtained nominal torque and relative difference values for the motor models with 15
mm slit depth and different slit widths.

Motor Models [mm] | Nominal Torque [N.m] Relative Difference [%]

R.M. 10.223

0.09 10.241 +0.176
0.10 10.632 +4.000
0.15 10.555 +3.247
0.25 10.055 -1.643
0.50 10.262 +0.381
1.00 9.597 -6.123
1.50 9.372 -8.324
2.50 7.317 -28.426

The obtained torque-speed curves for the motor models with 15 mm slit depth and different slit
widths are presented in Figure 8.
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Figure 8. Torque - speed curves for the motor models with 15 mm slit depth and different slit
widths.

When the table and figure were examined, for nominal torque, it was seen that the values
obtained from 0.1 mm and 0.15 mm motor models were higher than the ones obtained from the
other motor models and the reference motor model. At the end of the analyses, it was seen that the
nominal torque value obtained from the motor model that had 0.09 mm slit width gave worse
results than the value obtained from the 0.1 mm slit width which gave the best nominal torque
value. It was seen that the nominal torque value decreased as the slit width increased depending on
the increase of magnetic flow density amount. With these findings, it was determined that when
the optimum slit width was 0.1 mm, motor nominal torque was at maximum level.

6. DETERMINING OPTIMUM SLIT DEPTH AND THE EFFECT OF
SLIT DEPTH ON MOTOR NOMINAL TORQUE

Analyses were carried out at the following depths in order to determine optimum slit depth for
each slit width. Analyses were carried out by creating models having from 6.25 mm to 23 mm slit
depths in order to determine optimum slit depth. The results for different slit depths having 0.1
mm slit width that gave maximum value in this study were presented in tables and figures. The
relative values according to reference motor models and nominal torque for 0.1 mm slit width
different slit depths were given in Table 4.

Table 4. The obtained nominal torque and relative difference values for the motor models with 0.1
mm slit width and different slit depths.

Motor Models [mm] | Nominal Torque [N.m] | Relative Difference [%]

R.M. 10.223

6.25 10.271 +0.469
7.50 10.617 +3.854
11.25 10.618 +3.860
13.12 10.612 +3.800
15.00 10.632 +4.000
16.87 10.569 +3.380
18.75 10.538 +3.081
19.60 10.080 -1.398
21.00 9.976 -2.416
23.00 9.755 -4.577

The obtained torque-speed curves for the motor models with 0.1 mm slit width and different
slit depths are presented in Figure 9.
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Figure 9. Torque - speed curves for the motor models with 0.1 mm slit width and different slit
depths.

When the obtained results were examined, it was determined that minimum slit depth should
be 7.5 mm and maximum slit depth should be 18.75 mm. It was seen that the motor models that
had 7.5 mm, 11.25 mm, 13.125 mm, 15 mm and 18.75 mm slit depths had better nominal torque
than other motor models. But the motor model that had 15 mm slit depth gave the best nominal
torque value.

When the stator and rotor slot height values were considered, it was determined that the
suitable slit value for both stator and rotor should be nearly the same height value as slot height
value. It was observed that flux lines caused zigzag flux and completed their circuits around the
slits in the models in which slit depth was smaller the slot height values. However, in the models
in which the slit depth is higher, since the slits entered into the stator and rotor yokes, they caused
saturation in these parts.

The nominal torque findings about the 48 different motor models produced for the slit
optimization in the proposed slitted motor were presented in Table 5 and Figure 10. These findings
easily showed the best value of the parameter researched.

Table 5. The nominal torque values obtained in different slit depth and width.

Depth of Slit [mm]

Widthof | 7.50 | 11.25 [ 13.12 | 15.00 | 16.87 | 18.75

Slit [mm] Nominal Torque [N.m]
0.09 10.115 [ 10.058 | 10.217 [ 10.241 [ 10.208 [ 10.166
0.10 10.617 | 10.618 | 10.612 | 10.632 | 10.569 | 10.538
0.15 10.588 | 10.581 | 10.575 | 10.555 | 10.531 | 10.504
0.25 10.487 | 10.483 | 10.485 | 10.055 | 10.434 | 10.404
0.50 10.274 | 10.254 | 9.996 | 10.262 | 10.198 | 10.299
1.00 9.635 | 9.625 | 9.617 | 9.597 | 9.543 | 9.457
1.50 9.430 | 9.403 | 9.707 [ 9.372 | 9.327 | 9.221
2.50 7.395 | 7.358 | 7.337 | 7.317 | 7.381 | 7.201

The nominal torque graphics obtained from slitted structure motor models were presented in
Figure 11 according to their slit depth and width.
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Figure 10. The nominal torque graphics for the motor models in different slit depth and widlth.

When the three dimensional graphics obtained from 48 different models were examined, it was
seen that the motor model that had 15 mm slit depth and 0.1 mm slit width had the best nominal
torque and as the slit depth and width increased the nominal torque value decreased.

7. CONCLUSIONS

In this study, a new teeth design is suggested so that the torque values which are one of the most
important performance indicators of an induction motor could be improved. The re-engineered
motor models with the suggested geometry are analyzed with FEMM software package and the
following results were obtained.

It was found at the end of the analyses that when the optimum slit width value was 0.1 mm,
motor nominal torque gave better results compared with other slit width values. The increase in slit
width caused saturations in motor teeth and thus caused to worsen the motor torque - speed
characteristic. It was decided at the end of different modeling that the depth of the slits used in the
proposed slitted motor models should be almost the same height as stator and rotor height.
Optimum slit value was determined as 15 mm. It was observed that flux lines completed their
circuits around the slits in the models in which slit depth was smaller the slot height values and it
negatively affected the motor torque. However, in the models in which the slit depth is higher,
since the slits entered into the stator and rotor yokes, they caused saturation in these parts.

At the end of the modeling, 4% improvement was obtained in the motor models that had 15
mm slit depth and 0.1 mm slit width compared with the nominal torque values of reference model
at nominal operation point.

Acknowledgement: This work was supported from Sakarya University Scientific Research
Project.
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Abstract. We have addressed a method to use of computer vision tech-
niques for underwater visual tracking and counting of fishes. The pro-
posed method is a hybrid of background subtraction, Hungarian algo-
rithm, and Kalman filter. It enables tracking of objects whose number
may vary over time. Experimental results showed its effectiveness.

1 Introduction

Ecological observation is imperative for marine scientists to study marine ecosys-
tems. Based on fish tracking, marine biologists are able to observe fish and their
ecological environs. Normally, directly observing and quantifying fish behavior
within a turbulence or trawl environment is challenging. In a traditional manner,
marine biologists square off the existence and quantities of various types of fish
using sundry methods e.g., casting nets in the ocean for collecting and examining
fish, human underwater observation and photography[!], and combined net cast-
ing and acoustic (SONAR:SOund Navigation And Ranging)[2]. Fish detection
and tracking are complicated by the variability of the underwater environment.
A school of fishes can vary because fishes can enter a scene simultaneously and
disappear. They can split or merge, as well as different school of fishes can be
relatively near to each other or far away from each other. Because there exists
no leader and every fish can know about local situation only around itself, the
school of fishes should have a kind of intelligent ability as a whole[3]. Water
plants are regarded as foreground objects as a result of the severe drift from the
interference of the water flow, which results in complexities and difficulties in
discriminating moving fish from drifting water plants. So the accuracy of fish
tracking has been seriously affected if traditional methods are applied[1].

In recent years, considerable research has been conducted on video monitor-
ing systems. Morais et al.[5] proposed a method, for underwater visual tracking
and counting of fishes in vivo, based on the application of a Bayesian filtering
technique that enabled tracking of objects whose number may vary over time.
They demonstrated that their method could operate reliably under severe en-
vironmental changes (e.g. variations in water turbidity) and handle problems
such as occlusions or large inter-frame motions. Wu et al.[6] proposed an algo-
rithm to track fish group. The algorithm is based on the background subtraction
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and Delaunay triangulation. An improved background subtraction algorithm was
used to segment each frame of the video and then the center of each fish was
evaluated. An optimized Delaunay triangulation network was established and
the center of the fish group was calculated. Experimental results showed their
algorithm could track fish groups accurately and provide effective data for mon-
itoring water quality. Shao et al.[7] presented a real-time tracking system for
moving objects on a water surface. Their tracking system was used to construct
a fish-like robot water polo competition platform. The robot water polo game
provided a real-time multi-agent environment from the viewpoint of distributed
artificial intelligence and multi-robot cooperation research within water circum-
stance. A robust tracking algorithm based on template-matching method was
proposed to overcome the specular reflections. Experimental results illustrated
the effectiveness of their tracking algorithm. Shijun et al.[8] studied the impact
of water quality on fish activity by tracking and measuring the fish swim speed.
To achieve the tracking and test the velocity to the fish movement under the
complex background, they proposed a method of video tracking algorithm con-
sists of background subtraction and adaptive Kalman filter. They took special
care to improve tracking accuracy and reduce loss of targets. Simulation results
showed that the tracking accuracy of their proposed method. Tracking fish using
implanted radio transmitters is an important part of studying and preserving
native fish species. Jensen et al.[9] focused on developing simple methods for
multi unmanned aerial vehicles navigation and transmitter localization. Swarm-
like navigation methods (using potential fields) were used for such navigation,
and a simple Kalman filter was used to estimate the location of the transmitter.

We have put forward a computer vision based algorithm to estimate and
analyze fish trajectories and counting in high turbulence conditions. Our pro-
posed method is similar to the proposed method of Wu et al.[6]. Our method
used background subtraction, estimation of fish centers, Hungarian method, and
Kalman filter, whereas Wu et al.[6] used improved background subtraction, es-
timation of fish centers, and Delaunay triangulation network. We have used
the frequently used approach for discriminating moving target from background
scene which is background subtraction. Background subtraction is a technique
typically used to segment moving regions in image sequences taken from a static
camera by comparing each new frame to a model of the scene background. The
estimation of fish centers technique is similar to Wu et al.[6]. Then Hungar-
ian algorithm has been used for data association. If we have m targets in any
frame f,, and n targets in frame f,,4+1, then Hungarian algorithm answers the
question of data association: How do m targets relate to n targets? For exam-
ple, if there are two targets {mi,ms} in any frame f,, as well as two targets
{n1,n2} in the next frame f,,+1. Based on probability the Hungarian algo-
rithm figures out the most accurate assignments from the set of assignments
{m1 = ny,me = ng,...,my # ni,mg # ny}. Finally, an adaptive Kalman fil-
tering has been employed to observe data for self-testing when in the filtering,
immutably judging the dynamic changes of the fish, and processing adaptive
updates by observing data. Consequently, using videos obtained from fixed cam-
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era the proposed method is able to estimate and analyze fish trajectories and
counting them in high turbulence conditions over time.

The remaining part of this paper has been organized as follows: Section 2
delineates the proposed framework; Section 3 reports the experimental results;
finally, Section 4 presents the conclusion of the work with few inklings for further
investigation.

2 Proposed Approach

Flowchart of our proposed approach has been depicted in Fig. 1. Our proposed
approach primarily includes five steps: (i) segmentation; (ii) fish center estima-
tion; (iii) Hungarian algorithm for data association; (iv) tracking centers of fishes
using Kalman filter; (v) get trajectories of fishes and counting them.

Fig. 1. Flowchart of our proposed approach.

2.1 Segmentation

Detecting moving objects is an important part in analyzing the scene. The most
commonly applicable assumption is that the images of the scene with static
objects exhibit some sort of regular behavior that can be well interpreted by a
statistical model. If we have a statistical model of the scene, a moving object
can be detected by spotting the parts of the image that do not fit the model.
This technique is generally referred to as background subtraction. It is an old
technique for finding moving objects in a video sequence. The scene model has
a probability density function for each pixel separately. For a static scene the
simplest model would be just an image of the scene without any moving object.
A pixel from a new image is considered to be a moving pixel if its new value
is not well described by its density function. Pixel values often have complex
distributions and more elaborate models are required. Gaussian mixture model
was proposed for background subtraction in [10]. One of the most commonly
used approaches for updating Gaussian mixture model is presented in [11] and
further elaborated in [12]. In this paper, the algorithm of [11] has been adopted.
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2.2 Fish center estimation

On segmentation the contour of each fish has been detected. The center and the
area of each contour can be estimated by the boundary points as performed by
Wu et al.[6]. Let F be a fish centered at (xq, yo) and its size w can be estimated by
counting the pixels of F. To reduce the noise disturbance, dual threshold method
has been used as [6] where T; and T are minimum and maximum thresholds,
respectively:

0, w<Ty;
w=1 w, 11 <w < Th
0, w>T,.

Let {(z,y:)]i = 1,2,...,n} be a set of the boundary points of F' then (zq, yo)
can be estimated as: zg = >, x; and yo = D 1 Yi-

To track multiple fishes simultaneously for a long time, we have applied a
Kalman filter approach based on center detection results of the fishes. Depending
on the center detection results of the fishes, the number of detected fish blobs,
obtained from segmentation, may not equal to the number of the initialized
fishes. If the number of detected fish blobs is greater than that of existing fishes,
then there may be some false detection or some new fishes. We can use some
methods to initialize new Kalman filters to track the newly arrived fishes. Our
method would work to track unfixed number of targets.

To decide which detection should guide which tracker, we need to solve a data
association problem by assigning at most one detection to at most one fish. The
optimal single-frame assignment can be obtained by using Hungarian Algorithm
(sometimes referred to as the Munkres algorithm). A description of Hungarian
Algorithm can be found in [13].

2.3 Data association and Kalman filter

The Hungarian method is a combinatorial optimization algorithm that solves the
assignment problem in polynomial time and which anticipated later primal-dual
methods. We have computed optimal assignment by Hungarian algorithm or
so-called Munkres algorithm. The algorithm computes the optimal assignment
(minimum overall costs) for the given rectangular distance or cost matrix. The
result is a column vector containing the assigned column number in each row
or 0 if no assignment could be done. The distance matrix may contain infinite
values (forbidden assignments). Internally, the infinite values are set to a very
large finite number, so that the Munkres algorithm itself works on finite-number
matrices. Before returning the assignment, all assignments with infinite distance
are deleted (i.e. set to zero).

To explain the Hungarian Algorithm a bit more clearly, we denote the prob-
lem as a bipartite graph. Fig. 2 gives an example of the bipartite grapgh when
the number of detected fish blobs is larger than the number of the target being
tracked. We have a complete bipartite graph G = (Vg, V¢, E) with n detection
vertices Vy at time ¢ and m fish vertices Vy, and each edge E has non-negative
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confidence C(4,j). The bold blue lines in 2 illustrate the perfect matches with
maximum confidence. In Fig. 2, V., ¢, are the detected blobs at time ¢, where
i =1,2,3,...,n, some of which may be false detection or newly arrived fishes.
If a detection appears consecutively in some frames at almost the same posi-
tion, and no existing tracker keeps tracking it, we can assume that a new fish
appeared, and initialize a new Kalman filter tracker to track it. If the number
of detected blobs is less than the previous number of fishes, some occlusion or
fish disappeared might have occurred.

Fig. 2. Association between detected fish blobs and fishes being tracked.

3 Experimental Results

3.1 Data set

With a view to conducting experiments we have used fish related free videos
from www.shutterstock.com.

3.2 Findings

A school of fishes tracking results have been depicted on the Fig. 3. Though
there exists a very turbulence condition and fishes are varying over time, most
of the fishes have been detected and tracked by the proposed algorithm. From
the obtained trajectories, we have counted the number of fishes that crossed a
defined region.

3.3 Shortcomings

From Fig. 3 it is clear that under a high turbulence condition over time a school
of fishes are varying over time because some fishes are entering into the scene
simultaneously and disappearing. Some of them are splitting or merging. As
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Fig. 3. Fish tracking results of the proposed algorithm.

a result, the algorithmic tracking and counting results have been affected in
some extent. Future work would primarily focus to minimize or overcome this
shortcoming of the proposed algorithm.

4 Conclusion

In this paper a simple and effective machine vision system capable of analysing
underwater videos for detecting, tracking, and counting school of fishes has been
presented. The method is based on background subtraction, Hungarian algo-
rithm, and Kalman filter. It enables tracking of objects whose number would
vary over time. Experimental results reported its efficacy.
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Abstract. Satellite sensor data have proven useful to the scientific com-
munities. In this paper a simple and effective computer vision approach
capable of analysing targets from satellite images has been addressed.
The approach is based on the analysis of gray scale images obtained from
satellite sensor and then further analysis of their connected component.
Experimental results reported efficacy of our approach.

1 Introduction

Satellite imagery consists of images of Earth or other planets collected by ar-
tificial satellites. The use of satellite imagery in everyday life is by no means
a novelty. Satellite images can provide huge amounts of data that in principle
could be processed and provide very useful information in many areas. Satellite
images are one of the most powerful and important tools used by the meteorolo-
gists, militaries, geographers, etc. For examples, satellite pictures help scientists
to count number of penguins in Antarctica; or an authority would be interested
to count the number of buildings in some region.

Numerous works can be found in the literature that directly concern to the
detection of targets from satellite images. For instances, Aytekin et al.[l] pre-
sented a bag of visual words algorithm for object detection in satellite images. In
their algorithm steps a new descriptor was presented by adding scale information
to SIFT descriptor and a novel visual word weighting algorithm was proposed
considering that more occurrence in the object and less in the background was
an importance measure. A new concept for the detection of small objects from
modular optoelectronic multispectral scanner (MOMS-02) high spatial resolu-
tion panchromatic satellite imagery was presented by Segl et al.[2]. The authors
combined supervised shape classification with unsupervised image segmentation
in an iterative procedure which allowed a target-oriented search for specific ob-
ject shapes. Pirzada et al.[3] compared edge detection based on bilateral filtering
with canny edge detection technique for satellite images. Their proposed bilat-
eral filtering based edge detection not only generated well localized edges but
also simultaneously reduced considerable noise from real life images. Their re-
sults showed that the bilateral filtering based edge detection provide better edge
maps than other comparable techniques. Ke et al.[1] proposed an automatic and
rapid method to detect objects from satellite image with large size, which is the
precondition for detailed object recognition. Their feature based method consists
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of some Haar-like structural features with the help of Adaboost classifier. They
claimed that the detected object by using their algorithm, object’s details could
be further recognized. However, pixel based method usually performs slower than
feature based method, in many applications where execution time is not a big
factor we can use pixel based method for better performance.

We have put forward a computer vision based algorithm to estimate the
number of targets (e.g., buildings, trees, penguins, etc.) from satellite images.
Our pixel based method deals with gray scale images and construct histogram
thereof. Thus any kind of color satellite image will be converted to gray scale as
well as obtained its complement and then a histogram will be built to get the
knowledge of thresholds. On constructing histogram, the image will be divided
into pieces based on a set of thresholds. A standard connected components anal-
ysis algorithm has been applied on it. The connected component algorithm works
by looping over the pixels of the divided image. Any set of pixels which is not
separated by a boundary is call connected. Each maximal region of connected
pixels is called a connected component, which gives the estimation information
of target.

Although the method is computationally expensive, it is able to estimate
the number of targets from some given satellite images, which primarily include
buildings or trees or penguins or so on.

The remaining part of this paper has been organized as follows: Section 2
delineates the proposed framework; Section 3 reports the experimental results;
finally, Section 4 presents the conclusion of the work with few inklings for further
investigation.

2 Proposed Approach

Flowchart of our proposed approach has been depicted in Fig. 1. Our proposed
approach primarily includes five steps: (i) Get gray scale image from any kind
of colored satellite image; (ii) A histogram is built to get the knowledge of
thresholds; (iii) Apply a set of thresholds; (iv) Connected component analysis;
(v) Target estimation.

Fig. 1. Flowchart of our proposed framework
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2.1 Histogram from gray scale image

Fig. 2 shows the image and histogram for a satellite image. This image has been
collected from internet. However, the histogram shows that the vast majority
of the pixels are of medium intensity. Most of the building in this image is a
shade of dark gray. There are several buildings with high intensity. It looks that
a single threshold would not do a good job in isolating those buildings.

2.2 Thresholds

Threshold values should be in the intensity interval of 0 (black) to 255 (white).
We use a minimum and a maximum thresholds to create a binary image that
is between the pair of minimum and maximum intensity values and all other
values map to 0 (black).

2.3 Connected component analysis

After constructing histograms, we have divided images into pieces based on a
set of thresholds and applying a connected components analysis algorithm.

A standard connected component algorithm has been taken into account and
it takes as input the binary image obtained by threshold proceeding as well as
label image structure. The structure consists of a two dimensional array which
is the label image, an array of label sizes, and the maximum label value. The
array of sizes tells us how big (number of pixels) a certain component is, and is
indexed by label number. The maximum label value has been used for calling
flood fill and it also tells us how many components are currently in the image.

The connected component algorithm works by looping over the pixels of the
binary image. If that pixel is 1 (true) in the binary image and -1 in the label
image, flood fill is called with the appropriate data. If that pixel is 0 (false) in the
binary image, the pixel is changed to zero in the label image (no component).
Once connected component has been finished, the label image will have no -1
pixels. Every pixel is either 0 or a positive integer.

Since we are interested in dividing images into pieces, each of the algorithm
must be run multiple times. Every label has a random color generated by a
composition of red, green, and blue component between 0 and 255.

2.4 Target estimation

Any component that is smaller than a defined number of pixels (say 250) will be
merged or removed. The rest of the components will be counted as the targets.

3 Experimental Results

With a view to conducting experiments we have used several satellite images
collected from internet.
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Fig. 2. A gray scale image and its corresponding histogram.
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Fig. 3 depicts a satellite image. We are expecting to estimate the number of
buildings of it. The algorithm has executed and provided the knowledge of esti-
mation with varying parameters. For examples, first row of Fig. 3 with minimum
80 and maximum 110 thresholds gave the number of connected components or
targets 7130. But it is very noisy. Thus we have applied a threshold of 250 pix-
els to filter the output. If any connected component which is smaller than 250
pixels then that component will be merged its nearest neighboring connected
component or moved to background. Finally, the algorithm gave 66 connected
components which are the estimated targets in that image. But this estimation
is far from the ground truth. Consequently, we need to adjust the thresholds.
Table 1 shows the detailed view of the detection results.

Thresholds [min max]|Targets before filter|Filtered pixels| Targets after filter
[80 110] 7130 250 66
[60 120] 4010 240 113
[40 150] 2436 230 82
[90 140] 5452 250 124

Table 1. Threshold effect on the detection results

From Fig. 3 and its associated Table 1 it is clear that threshold set [60 120]
with rejecting pixels threshold 240 gives us the best estimation of the targets in
the image.

4 Conclusion

In this paper a simple and effective computer vision approach capable of analysing
targets from satellite images has been presented. Though the method is com-
putationally expensive, it is able to estimate the number of targets from some
given color satellite images.
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Fig. 3. Target estimation results of the proposed algorithm.
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ABSTRACT

Environmental concerns and growing demand for energy has increased significance
of energy-efficient train operations. In this manuscript, an energy-efficient train
operation based on optimal selection of switching times for control inputs is studied.
One of the metaheuristic approaches, genetic algorithm (GA), is used to find the
switching times for optimal train operation. In our problem formulation, the
objective function comprises energy consumption, travel time and maximum speed
with penalty factors. In order to verify the optimization results we obtained, a
simulation is performed using MATLAB. For the simulations, two test tracks are
created with different grade profiles and track lengths. Two strategies are simulated
on each of these test tracks. The first strategy is the straightforward approach
consisting of maximum acceleration and braking phases. The second strategy is
combination of maximum acceleration, cruising, coasting and braking phases where
optimal switching times are calculated by GA. Simulation results show that,
compared to the first strategy, the second strategy can save energy up to 30% while
travel time increases by 5%.

Keywords — train motion, energy-efficient control, genetic algorithm, grade profile,
simulation of train

1. INTRODUCTION

Increasing demand for energy and environmental concerns makes energy-efficient transportation
important for the world. Railway systems can satisfy high capacity travel demand with low energy
consumption and without significant loss of service quality. However, railway systems requires
vast amount of energy during operation. So it is possible to save remarkable amount of energy by
making small changes in any part of the system or in its operation strategies. Milroy [4] proposed a
controller for the minimization of energy consumption subject to timetable and operational
constraints. In 1990, with the consideration of discrete control, Howlett [5] showed that optimal
strategies can be found if the problem is defined in suitable function spaces. Khmelnitsky [6]
presented an analytical solution to optimal control problem based on maximum principle analysis.
He demonstrated the solutions' accuracy with numerical examples. Besides these researches, Liu
and Golovitcher [7] proposed an analytical solution which gives the sequence of optimal controls
and equations to find the control change points. They developed an algorithm and a computer
program for energy efficient train control. In order to implement energy saving programs and
operation strategies, Jong and Chang [8] presented two models which estimates energy
consumption of a train. They verified the proposed models in a real railway with electric train from
Taiwan Railway Administration. In [9] authors used a measure theory technique and iterative
dynamic programming algorithm to solve energy minimization problem. Chang and Sim [10]
proposed a dynamic controller based on finding coasting points. Then they applied GA to
determine when coasting should be initiated or terminated. In another study Wong and Ho [11]
used GA to search for appropriate coasting points. Kim and Chien [12, 13] developed a simulated
annealing algorithm to search for optimal train operation, considering track alignment and speed
limits.

The structure of this paper is as follows: In Section 2, A train motion is modeled and consumed
energy is defined in terms the motion variables. In Section 3, train operation strategies are defined
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and energy optimization problem is introduced. In Section 4, a case study and its results are given.
Last section consists of conclusions.

2. MODELING THE MOTION

A train can be modeled in different ways. Among them two main approaches which are widely
used in the literature: Distributed mass model and single mass-point model [2]. In this research, we
consider only the energy minimization, therefore, a mass-point train model is more convenient.
We consider a train motion between two stations which constitutes train's basic motion in a
journey. We let the distance between stations be X and allowed journey time be T. Applying
Newton’s second law to the train one may write the motion equation of train as

dx

= =v® (1)
d F —F
d_’;:w_R(v)_Rg(x)—Rc(x) )

where x is the position and v is the velocity. They are constrained by 0 < x < X, 0 < v < V4.
The symbols m, F, Fy,, R, R, and R, denote mass of the train, traction effort, brake effort, and
resistances against to the train motion respectively. Resistance of train, R, can be calculated by
using Davis equation [1].

R =A+ Bv + Cv?

In the equation above, the coefficients A and B correspond to mass and mechanical resistance and
C corresponds to air resistance. These coefficients depend on train characteristics and external
forces. Level changes in track causes gradient resistance, Ry, and can be calculated as

Ry=m-g-sina

where g is gravitational constant and a is the gradient. The term R. in equation (2) represents the
resistance of curves. It depends on train characteristics and radius of the curve.

Traction effort provides force to move train along the rail line. It is important to obtain desired
velocity and needs to be calculated in terms of acceleration rates. Traction effort is restricted to
certain limits due to adhesion between wheel and rail surfaces. It is calculated by

P
F=2650-2—
v

where p is the efficiency in converting motor power to traction force, P is locomotive's horse
power, v is the velocity of train and 2650 is for unit conversion [3]. By using this equation,
traction effort and also the consumed power can be calculated for each time step. The consumed
power, P is defined by the equation below.

F-v

P=——
2650 - pu

to find total energy consumption, power is integrated over time.
T

E= J Pdt 3)

0

In the next section we present a discrete model for optimizing the energy as a function of cruising
and coasting positions.

3. TRAIN OPERATION AND ENERGY OPTIMIZATION

Energy-efficient operation of trains can be improved in many ways such as: by reducing
resistances or increasing engine efficiency. Since these kind of approaches have physical limits
and additional cost, switching driving scenarios is mostly used instead. Basically driving scenarios
consists of the following elementary motions: maximum acceleration, cruising, coasting, and
braking. Figure 1 shows a position versus velocity graph for an example scenario.
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Figure 1.Motion phases: Maximum acceleration, cruising, coasting and braking

In Figure 1, maximum acceleration is applied to train at the beginning of travel. Notice that, at
some point, cruising starts and train continues its travel with constant speed. Another phase,
coasting means to move along under obtained momentum. For energy efficiency, coasting is
applied between cruising and braking points. This phase persists until train reaches the stopping
distance. Stopping distance is a function of remaining distance and current velocity of train.
Braking should start at this point such that train can stop at station safely.

For the system dynamics in differential equations (1) and (2), state variables can be defined in the
time interval [0, T] for N steps as,

V41 = Vg +ak - At

v+ v k=01,-,N
st =xk+(%)-m }

where vy, ay, X, represent velocity, acceleration, position of train at step k respectively. At
denotes step size and equals T/N. For k € {0,1,---, N}, this dynamics determines energy at k-th
step, and the total energy consumed throughout the trip is the sum of energy consumption at each
step:

F'vk

Tk . = 4
276507 At k=01,N (4)

The total energy can be decomposed into its components for every phase. In the maximum
acceleration phase, the traction effort is fixed at its attainable maximum value, therefore speed
monotonically increases. This phase starts at k = 0 and ends at k = k;, where optimal value of k;
to be determined in the optimization process. In the second phase - cruising phase - the speed is
fixed to a value, vy, where F; gets different values which are equal to resistance values. This
phase extends between k; and k,, where optimal k, to be determined. For the subsequent phases
(coasting and braking phases), no energy is consumed due to zero traction force. Defining
t,r = kAt and t., = k,At we can write the objective function and the constraints of the
optimization problem as follows:
kq k2
min Fmaka + Fkvkl
terteo ] 2650u 2650u

k=ki+1

0 < Fy < Epax
0 < vy < Vpax v(0)=0 v(N)=0
(N — k,)At < stopping distance

ki <k, <N
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In the next section we solve the above optimization problem for a case with various track
conditions and compare the consumed energy results to that of the straightforward driving
approach.

4. A CASE STUDY

The problem of energy-efficient train operation is studied for two test conditions presented in this
section. Since not only it can handle with multiple local optima but also it is modular, for the
computation of switching points, a genetic algorithm method is implemented on MATLAB. Using
the calculated switching points, we simulated the train motion and showed the corresponding
energy consumptions below.

Simulations and Results

The proposed approach is applied to two different test cases. In Test 1, there is a track with an
uphill part followed by a downhill part, in Test 2, there is a track with an uphill part followed by a
downhill part and a downhill part followed by an uphill part. Changes in level with regard to track
length and also slope rates are given in Figure 2.

777 Level[m] 773 Level[m]

770 770

768 768
766 766 % 0.5/

764

762

a 402 802 1202 1602 2002 2402 2802 3202 3602 a
(a) Position [m]

802 1602 2402 3202 4002 4802 5602 6402 7202
Position [m]

Figure 2.Track length versus track level (grade profiles) (a) for Test 1 (b) for Test 2

We used a MATLAB program to calculate and simulate speed profiles. In this program, a train
considered has 3300 hp power and its maximum operating speed is 131 km/h. Also maximum
acceleration/deceleration rate is restricted to 2 m/s?. The train is initially at zero position and has
0 km/h velocity.

Test 1

A simple 4000 m length track with an uphill and a downbhill section is defined for this test. Two
control strategies which depend on phases defined in Figure 1 are applied and results are
compared. Strategy 1 consists of only maximum acceleration and braking phases. This strategy
corresponds to driving train in maximum acceleration mode until the safe stopping distance.
Strategy 2 is a combination of all phases mentioned before: maximum acceleration + cruising +
coasting + braking. This strategy is applied in three different experiments: (a) when travel time is
restricted to 158 s, (b) when travel time is restricted to 175 s, (c) when travel time is restricted to
200 s. Table 1 shows the obtained simulation results.

TEST 1 Strategy 1 Strategy 2 (a) | Strategy 2 (b) | Strategy 2 (c)
Duration (seconds) 151 158 174 200
Energy Consumption (kwh) 102.40 70.42 55.72 45.06

Table 1. Simulation durations and energy consumptions for Test 1

Table 1 shows that, using the first strategy, the train reached the target distance in 151s and with
102.40 kwh energy consumption. For the second strategy, train reached the target distance: (a) in
158s and with 70.42 kwh energy consumption, (b) in 174s and with 55.72 kwh energy
consumption, and (c¢) in 200s and with 45.06 kwh energy consumption. It is obviously seen from
results that duration increases while energy consumption decreases. But also it is quite clear that
while losing 5% time, energy can be saved up to 30%.
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Figure 3. Optimal speed profiles versus time for Test 1

Test 2

An 8000 m length track with an uphill followed by a downhill section and a downhill followed by
an uphill section is defined for Test 2. Two control strategies are applied as Test 1 and results are
compared. Strategy 2 is applied also for three different allowable times: (a) when travel time is
restricted to 273 s, (b) when travel time is restricted to 282 s, (c) when travel time is restricted to

310 s. Test results are presented in Table 2.

TEST2 | Strategy 1 Strategy 2 (a) | Strategy 2 (b) | Strategy 2 (c)
Duration (seconds) 266 273 282 310
Energy Consumption (kwh) 180.68 147.73 137.87 117.37

Table 2. Simulation durations and energy consumptions for Test 2

As in the first test the duration increases while energy consumption decreases. It is also seen that

while losing 2.6% time, energy can be saved

up to 18.3%.
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Figure 4. Optimal speed profiles versus time for Test 2
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5. CONCLUSIONS

In this study, an optimization approach for an efficient operation of a train, based on metaheuristic
method, is proposed. A genetic algorithm is implemented on MATLAB. The objective function is
defined as energy consumption throughout the journey. The simulation results demonstrated that
with appropriate speed profile energy consumption decreases significantly. The optimization
model developed in this study can also be generalized to more general sets of constraints in a
straightforward way.
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ABSTRACT

Exam timetabling problem, a well-studied combinatorial optimization problem, is
one of the important administrative activities of universities and other educational
institutions. There are a lot of different techniques to solve this problem. Some of
these techniques use only one algorithm and others combine different algorithms.
We solve the exam timetabling problem of Marmara University using a hybrid
algorithm. Four local search based meta-heuristics, Tabu Search, Simulated
Annealing, Hill Climbing and Great Deluge algorithms are used. Every algorithm
has its own structure and parameters. It is necessary to fine-tune the basic parts of
each algorithm for generating successful solutions in hybrid approaches. The
application for the exam timetabling problem is implemented in Marmara
University. It is observed that the hybrid algorithm gives more successful results.

Keywords — exam timetabling, great deluge, hill climbing, hybrid algorithm,
simulated annealing, tabu search.

1. INTRODUCTION

Scheduling is the process of allocating resources to activities with considering constraints about
the resources. Wren (1996) defines the objective of scheduling is to solve practical problems
relating to allocation, subject to constraints, of resources to objects being placed in space-time,
using or developing whatever tools may be appropriate.

Timetabling problems, can be thought of a type of scheduling problems, become also a wide
research area that ranges from educational timetabling (Burke, de Werra, et al., 2004), nurse
scheduling (Burke, De Causmaecker, et al., 2004), sports timetabling (Easton et al., 2004),
employee timetabling to transportation timetabling (Kwan, 2004).

Burke, de Werra, et al. (2004) give a definition of general timetabling, which covers many
cases:

“A timetabling problem is a problem with four parameters: T, a finite set of times; R, a finite
set of resources; M, a finite set of meetings; and C, a finite set of constraints. The problem is to
assign times and resources to the meetings so as to satisfy the constraints as far as possible.”

At this definition, T, R, M and C terms can be explained as below:

A time t is an element of the set of times 7 of an instance of the timetabling problem. A time
period is a variable constrained to contain one time.

A resource r is an element of the set of resources R of an instance of the timetabling problem.
A resource slot is a variable constrained to contain one resource.

A meeting m is a named collection of time periods and resource slots. Assigning values to
these slots means that all of the assigned resources attend this meeting at all of the assigned times.
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A constraint c is an clement of the set of constraints C of an instance of the timetabling
problem. Constraints include hard and soft constraints.

A timetabling problem can be defined to be the problem of assigning a number of events into a
limited number of time periods (Burke & Petrovic, 2002).

Educational timetabling is one of the most studied parts of timetabling problems. It deals with
assigning time periods, instructors, students and rooms to a set of meetings in such a way that no
student and instructor has to attend two meetings simultaneously. In universities and other
educational institutions, educational timetabling is a basic and major activity for each semester in
every year.

Educational timetabling can be classified into two main headings: course timetabling and exam
timetabling. In exam timetabling, exams are assigned to a number of available classes, rooms,
halls, laboratories (of certain capacity) and a number of periods (timeslots) considering the
constraints.

It can be thought that course and exam timetabling are same problems, but important
differences exist between these. For example, a course usually has to be assigned into one room,
while an exam may be split to more than one room. Also, a course may be split to more than one
period at different days, but an exam usually has to be assigned to one period.

Also exam timetabling problem differs from the course timetabling problem at the following
points (Schaerf, 1999):

e There is only one exam for each course per exam weeks.
e There can be more than one exam assigned to one room.

e The conflict condition for exam timetabling is generally stricter than course timetabling
problem. It can be accepted that a student is forced to skip a lecture because of
overlapping, but not that a student skips an exam.

e In exam timetabling, it is usually considered to spread the exams out as much as possible.
On the other hand, for course timetabling it is often considered undesirable to spread the
courses out. Students tend to prefer to have courses in contiguous blocks (Burke, de
Werra, et al., 2004).

e There are different types of constraints, e.g. at most » exam per day for each student, and
not too many consecutive exams for each student.

e The number p of periods may differ, in contrast to course timetabling where it is fixed.

2. CONSTRAINTS

In the timetabling literature, there are some constraints to be considered when solving timetabling
problems. These constraints can be divided into two categories: hard constraints and soft
constraints.

2.1 Hard Constraints

Hard Constraints are constraints that have to be satisfied under any circumstances. Solutions can’t
violate the hard constraints. These solutions are called “feasible solutions”. For example, no
student can be assigned to two exams at any one time period. In the literature, there are a lot of
hard and soft constraints. Common hard constraints are as follows:

e The total resources that are required in each time period can’t be greater than the resources
that are available.

e No resource (student or instructor) can be enforced to be in more than one place at any one
time.

e No exams with common resources (student) can be assigned simultaneously.

e Students have n exams at most one day.
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2.2 Soft Constraints

Soft Constraints are constraints that need not to be strictly satisfied. They are wanted to satisfy, but
not essential. Soft constraints have penalty costs that we should minimize. There may be
differences between academic units as some soft constraints are important for an academic unit
and some soft constraints are not. For example, a student would not want to assign more than two
exams in the same day. The most common soft constraint in the exam timetabling literature is to
spread conflicting exams as much as possible throughout the examination session so that students
can have enough revision time between exams (Qu et al., 2009). Other common soft constraints
are as follows:

e An exam may need to be assigned before/after the other exam.
o Students should not have exams in following periods.

o Students should not want to take two exams on the same day.
e Same length exams can only be allocated into the same room.
e Exams must (not) be in certain time periods.

e Exams may be split to similar locations.

3. EXAM TIMETABLING APPROACHES

In the timetabling literature, there have been a lot of research using different approaches. Some
approaches include combinations of a number of other approaches to improve the solution quality.

This study will concentrate on Tabu Search, Simulated Annealing, Hill Climbing and Great
Deluge from Local Search Based Techniques.

Local search is a family of general-purpose techniques for search and optimization problems,
which has gain popularity in the Al community (Di Gaspero & Schaerf, 2001). Local search
methods are intensively used for optimization problems. In local search methods, one or more
initial solution is created using different techniques first. Then these methods move one solution to
another one that is inside its neighbourhood considering different local search techniques until
some stopping criteria is reached.

These techniques have generated good solutions, but they have used much computer resources.

Local search techniques differ from each other according to the strategy they use both to select
the move in each state and to stop the search. In all techniques, the search is driven by a cost
function f that estimates the quality of the state. For optimization problems, f generally accounts
for the number of violated constraints and for the objective function of the problem.

Local search based techniques and evolutionary algorithms are often classified as meta-
heuristics in the literature. Meta-heuristics have been used since the beginnings of operation
research to solve difficult combinatorial problems.

3.1 Tabu Search

Tabu Search is originally defined by Glover (1986) to solve optimization problems that have
appeared in the literature. After 1986, Tabu Search is intensively used and generated good and
successful solutions. These successes have made Tabu Search extremely popular for combinatorial
and optimization problems.

Glover (1986) defines the Tabu Search technique briefly below:

“Tabu Search may be viewed as a “meta-heuristic” superimposed on another heuristic. The
approach undertakes to transcend local optimality by a strategy of forbidding (or, more broadly,
penalizing) certain moves. The purpose of classing a move forbidden, i.e. “tabu”, is chiefly to
prevent cycling. In view of the mechanism adopted for this purpose, the approach might
alternatively be called “weak inhibition” search, for the moves it holds tabu are generally a small
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fraction of those available, and a move loses its tabu status to become once again accessible after
a relatively short time. (In this respect the method may be contrasted to branch and bound, which
likewise forbids certain moves to prevent cycling, but in a more rigid fashion-a form of “strong
inhibition” search.)”

Tabu Search explores the search space by not re-visiting a list of recent moves (kept in a tabu list)
(Qu et al., 2009). The search continues moving to other solutions with the aim of escaping from
local optima.

The basic principle of TS is to continue the search whenever a local optimum is encountered by
allowing non-improving moves; cycling back to previously visited solutions is prevented by the
use of memories, called tabu lists, that records the recent history of the search (Gendreau & Potvin,
2005).

3.2 Simulated Annealing

Simulated Annealing is defined by Kirkpatrick and Vecchi (1983) and independently Cerny (1985)
to solve combinatorial optimization problems. This technique arises from likeness between the
physical annealing process of solids and the problem of solving large combinatorial optimization
problems (Aarts et al., 2005).

In physics, annealing is known as a thermal process for obtaining low-energy states of a solid
in a heat bath. The process consists of the following two steps:

e Increase the temperature of the heat bath to a maximum value at which the solid melts.

e Decrease carefully the temperature of the heat bath until the particles arrange themselves in
the ground state of the solid.

Before using the Simulated Annealing method, many parameters like the initial and final
temperatures, neighbourhood structure and the cooling factor in the cooling schedule need to be
arranged. These parameters affect the performance and success of this technique.

3.3 Hill Climbing

The Hill Climbing algorithm is the most basic local search technique. The Hill Climbing algorithm
starts with an initial solution, x, called the current solution with the objective function o(x) (e.g.,
the number of violated soft constraints) (Merlot et al., 2003). The algorithm processes each exam
in an order. The algorithm selects the best neighbour in the all neighbours. This means the
selection that minimizes the objective function.

If there is no better neighbour than the current one, the search sets the current one unchanged
and it starts the search from another initial (e.g., a randomly selected neighbour) selection.

If a hybrid (combination of some algorithms) algorithm is used to solve the exam timetabling
problem, the Hill Climbing algorithm is used to improve the quality of solution (timetable).

The Hill Climbing algorithm doesn’t accept worse moves. Thus, it can search a small part of
the search space. Because of selecting at least as good as the current neighbour, it never produces a
solution that is worse than the original one. It can be said that this algorithm is faster than the
others (Burke & Newall, 2003).

4. EXAM TIMETABLING PROBLEM AT MARMARA UNIVERSITY

Marmara University is one of the largest universities of Turkey that has 12 campuses, 16 faculties,
11 institutes and 9 schools. At the university there are currently total 199 associate degrees and
undergraduate programs. There are more than 70,000 students and close to 3,000 academic staffs.

In this study, a faculty (Faculty of Engineering) and a department (Information and Records
Management Department (IRM) of Faculty of Arts and Sciences) are selected as an example.

Exam timetables at Faculty of Arts and Sciences are prepared by an academic staff at each
department manually. Every department has their own limited number of rooms and laboratories.
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If a department needs more than their own rooms, the department can use other departments’
rooms if rooms are available. IRM is selected as an example because this department has evening
education and two curriculums for each education. So this department’s exam timetabling is highly
constrained. At this department’s 2013-2014 fall semester, there are 103 exams, 498 students, 4
rooms which total exam capacities are 144 and 50 time periods, duration of every time period is 60
minutes. At this department’s 2013-2014 spring semester, there are 107 exams, 485 students, 4
rooms which total exam capacities are 144 and 50 time periods, duration of every time period is 60
minutes.

Exam timetables at Faculty of Engineering are prepared considering the whole faculty and
preparing exam timetables is a challenging task because of limited number of rooms, limited time
periods and other constraints. There are 8 departments and close to 1800 students at the faculty.
The faculty has not evening education. There are common courses at the faculty and students from
each department can take these common courses. When preparing exam timetables for each
department, exams of the common courses are assigned first and then the other exams are
assigned. At this faculty’s 2013-2014 spring semester, there are 388 exams, 1743 students, 42
rooms which total exam capacities are 1169, 28 time periods for midterm and 56 time periods for
final. Duration of time periods is usually 120 minutes. Common courses and usage of common
rooms make the exam timetabling problem difficult to solve and to generate a feasible solution
including the soft constraints.

4.1  Problem Definition

IRM has two curriculums. At these curriculums there are common courses and exams of these
common courses are always assigned to the same time period, sometimes to the same room(s).
Exams of normal education and evening education courses are sometimes assigned to the same
time period if room capacities are enough.

Faculty of Engineering has 8 departments and each department has its own curriculum. Some
courses are common courses that are taken by students from different departments.

There are one week for midterm exams and two weeks for final exams at Marmara University.
Weekdays are preferred to use first for assigning exams and if there are not enough time periods at
weekdays and then weekend days are used. Durations of time periods change from exam to exam
and department to department. For example, duration of exams at IRM are always 60 minutes and
duration of exams at Faculty of Engineering are usually 120 minutes. So it would not be correct to
specify the total numbers of time periods for midterm and final weeks. Also there are two
academic semesters and in each semester there are three exam terms; midterm, final and final
make-up. But exam timetables for final make-up term are same as the timetables for final term. So
it is not needed to prepare exam timetables for final make-up term. Hence, exam timetables are
generated four times at a year.

In an overview of ETP of Marmara University, there are various conditions have to be considered.
It is clear that ETP can vary greatly both between and within departments and faculties. There are
departments that have only normal education and departments that have both normal and evening
education. Also some departments have more than one curriculum. Some faculties are preparing
the exam timetables of their departments at faculty level considering the limited number of rooms,
on the other hand in some faculties, departments prepare their own exam timetables. So these
situations increase the number of hard and soft constraints. Hard constraints must be satisfied to
generate feasible exam timetables. Soft constraints should be respected as much as possible to
generate high quality exam timetables.

4.2  Data Collection

Faculty of Engineering and IRM data are obtained from the Information Management System of
Marmara University. The data are listed at the below:

e Exam: For each exam, information about course number and department are obtained.

e Student: For each student, information about student number, department and enrolled
courses are obtained.
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e Room: For each room, information about normal seating capacity, exam seating capacity
and equipment are obtained.

o Instructor: For each instructor, information about unique instructor number and
department are obtained.

4.3 Data Formats

In this part, detailed information about the data formats are presented. Examples are given for each
data formats.

4.3.1 Exam Data Format

Field Name Value Description
ID 183036 | Unique ID of the exam that is in IMS
Name CSE396.1 Name of the exam
Length 120 Length of the exam in minutes
Alt True Seating type (Full/Exam)

Alt field specifies the seating type of an exam. If alt field is true, it means that exam capacity of
the rooms are used. If alt field is false, it means that full capacity of the rooms are used.

4.3.2 Student Data Format

Field Name Value Description

ID 150110058 | Unique student number

4.3.3 Room Data Format

Field Name Value Description
ID 21 Unique ID of the room that is in IMS
Name GZMB.345 Name of the room
Full Capacity 55 Full capacity of the room
Exam Capacity 28 Exam capacity of the room

If the seating type of an exam is set to true, it means that exam capacity of the room will be used in
the application.



4.3.4 Period Data Format

Field Name Value Description
ID 1 Unique ID of the period
Duration (Min) 120 Length of the period in minute
Day Mon 05/26 Day of the period
Time 9:00a - 11:00a | Start and end time of the period
Penalty 0..4 The value for priority

Penalty value ranges from 0 to 4 to determine which periods will be used primarily. If penalty
value is 0, it means that the period will be used primarily. If the penalty value is 1, it means that
the period will be used after all periods that penalty value is 0. The periods that penalty value is 4
will be used last.

4.3.5 Constraint Data Format

Field Name Value Description
ID 1 Unique ID of the constraint
Name same-period Name of the constraint

There are four constraint; same period, different period, same room and different room. These
constraints can be used to specify the exams.

4.3.6 Parameter Data Format

Field Name Value Description
Name Direct Conflict | Name of the parameter
Value 100 Value of the parameter

The parameters are one of the important parts of the application. Parameters that are used in the
application can be defined like as in the table. Value field can be integer, long, double and string.
If parameters are not defined before the application runs, the predefined parameters will be used in
the application.

5. TEST RESULTS
5.1 Test Datasets

One department, IRM, from Faculty of Arts and Sciences and one faculty, Faculty of Engineering,
are selected as an example.
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5.1.1 Information and Records Management Department

This department is selected as an example because it has evening education and two curriculums
for each education. Also all exams of evening education must be after 14:00 pm. Midterm week is
one week and final week is two weeks. So this department’s ETP is highly constrained. This
department’s 2013-2014 fall semester features are listed in below:

Number of Exams: 107

Number of Students: 485

Number of Periods: 50 (Midterm) / 70 (Final)
Number of Rooms: 4

Total Room Capacities: 304

Exam Capacities of All Rooms: | 144

Period Length: 60 minutes

5.1.1 Faculty of Engineering

This faculty is selected as an example because exam timetabling of this faculty is prepared
considering the whole faculty. The faculty has 8 departments. It has not evening education.
Midterm week is one week and final week is two weeks. This faculty’s 2013-2014 spring semester
features are listed in the below:

Number of Exams: 388

Number of Students: 1743

Number of Periods: 28 (Midterm) / 56 (Final)
Number of Rooms: 42

Total Room Capacities: 1907

Exam Capacities of All Rooms: | 1169

Period Length: 120 minutes

5.2 Tests

In the literature, there are two options for measuring the quality of solutions; spent time and
violated constraints in the solutions. Generally, the quality of timetables is measured by checking
to what extent the soft constraints are violated in the solutions generated. In this thesis, this
approach is selected. Thus, a weight and penalty value is given to each criteria and total cost of the
solution is calculated. Evaluating the total cost of the solution and all criteria values informs about
the quality of the solution.

In the tests, selected meta-heuristics are first implemented individually and then together. All these
meta-heuristics generate their initial solutions. Test results are briefly explained in the below.
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5.2.1 Comparison of Meta-Heuristics on IRM Spring Semester—Midterm

In the table, similar exams are not combined at the same room and the results of this situation is
presented in the below. As shown, Hybrid gives better result than the others.

Total | Assigned | Perc. Total More Than | Direct | Back to Total

Exams | Exams (%) Student n A Day | Conflicts Back Cost
TS 107 94 87.85 485 82 30 104 39852.05
SA 107 89 83.18 485 90 2 59 12349.84
HC 107 85 79.44 485 89 2 62 12277.60
GD 107 90 84.11 485 180 2 103 21790.16
Hybrid | 107 94 87.85 485 80 6 136 15939.27

5.2.2 Comparison of Meta-Heuristics on IRM Spring Semester—Final

In the final week, there are more periods than the midterm week. Thus, similar exams are not
combined at the same room. There are less room constraints (exams at the same room) than the
midterm week.

As shown in table, Hybrid gives both best results of the total cost and the number of direct
conflicts.

Total | Assigned | Perc. Total More Than | Direct | Backto | Total

Exams | Exams (%) Student n A Day Conflicts Back Cost
TS 107 101 94.39 485 1 1 23 2059.62
SA 107 101 94.39 485 1 0 16 1036.51
HC 107 93 86.92 485 3 0 18 1246.66
GD 107 101 94.39 485 5 2 50 3775.34
Hybrid | 107 101 94.39 485 4 0 15 1219.87

5.2.3  Comparison of Meta-Heuristics on Faculty of Engineering Spring Semester—Midterm

Exam timetables of the faculty of engineering are prepared as a whole. Thus, there are more
exams, students and rooms.

As shown in table, Hybrid gives both best results of the total cost and the number of direct
conflicts. In all tests, there are two unassigned exams because of the maximum number of rooms is
4. These two exams are big exams and are needed more than 4 rooms. If maximum number of
rooms is set to 10, all exams are assigned.
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Total | Assigned | Perc. Total More Than | Direct | Back to Total

Exams | Exams (%) Student nADay | Conflicts | Back Cost
TS 388 386 99.48 1743 61 41 179 54023.93
SA 388 386 99.48 1743 36 43 92 52720.78
HC 388 386 99.48 1743 44 44 162 55126.96
GD 388 386 99.48 1743 69 44 223 58401.60
Hybrid | 388 386 99.48 1743 42 40 137 50746.99

5.2.3 Comparison of Meta-Heuristics on Faculty of Engineering Spring Semester—Final

In the final week, there are more periods than the midterm week too. As shown in table, Hybrid
gives the best results again. There are still two unassigned exams because of the maximum number
of rooms in which exams assigned.

Total | Assigned | Perc. Total | More Than | Direct | Back to Total

Exams | Exams (%) Student | n A Day | Conflicts | Back Cost
TS 388 386 99.48 1743 14 91 22 94352.18
SA 388 386 99.48 1743 5 41 5 43020.83
HC 388 383 98.71 1743 4 39 13 41545.80
GD 388 386 99.48 1743 17 41 77 46078.40
Hybrid | 388 385 99.23 1743 4 38 4 39857.95

6. CONCLUSIONS

Timetabling problems are combinatorial optimization problems and one of the most effective
solving methods of these problems is to use meta-heuristics. In this study, four meta-heuristics
from local search based techniques were selected and implemented individually and together. Each
of selected meta-heuristics has their own parameter values. For using these meta-heuristics
effectively, fine-tuning the parameters of the meta-heuristics is an important step of using these
meta-heuristics effectively. All meta-heuristics utilized their best effective parameter values.
Besides, neighbourhood selection techniques of the meta-heuristics are another important step.

In the tests, it is needed to pay attention following situations evaluating the results correctly. One
of these situations is the success of the meta-heuristics and their hybrid usage when number of
time periods and rooms are inadequate. This situation occurred at midterm timetables results of the
department of IRM at fall and spring semesters. The meta-heuristics and their hybrid usage gave
close results, but hybrid usage was better than others. The other situation is the success of the
meta-heuristics and their hybrid usage when number of time periods and rooms are adequate. This
situation occurred at both final exam timetables results of the department of IRM and Faculty of
Engineering fall and spring semesters. The power and the effectiveness of the hybrid usage of
selected meta-heuristics were observed in this situation.

It is suggested that a separate study on fine-tuning the parameters of the meta-heuristics and
selecting the appropriate neighbourhood selection techniques can be done.

Another object of this study is to prepare exam timetables faster and error free. Therefore, it is
anticipated that this study will contribute to universities and other institutions directly or indirectly.
In addition to educational timetabling contributions, this study contributes to the scheduling and
timetabling literature. Also this study will be included into the Information Management System of
Marmara University and exam timetables will be prepared by this system.
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ABSTRACT

In Wireless Sensor Networks (WSN), data communication is mostly implemented
by multi-hop transfers of the messages among sensor nodes and the sink. However,
due to the nature of wireless communications, WSNs are subject to various
malicious attacks. There are various proposals to assess the risk of the network links.
In this paper we propose an routing algorithm to exploit the risk assessment of the
links to create risk sensitive routes. We have implemented the proposed solution
adapting the Ant Colony Optimization method. The simulation results support the
success of the proposed method under different network conditions.

Keywords — Security, Wireless Sensor Networks, routing, Ant Colony Optimization

1. INTRODUCTION

Wireless Sensor Networks (WSNs) get high popularity due to several important properties such as
easy deployment, self maintenance, low energy spending, high resistance to node failures, etc.
These properties mostly depend on the underlying communications method. One of the mostly
implemented methods is to pass the messages between source and destination node via
intermediate nodes. That is, source and destination nodes do not have a direct link; rather, they rely
on the intermediate nodes forwarding the messages. In general, this way of communication is
called multi-hop communication. The advantages of the multi-hop communication are dynamic
routing, robust to node failures due to energy or malicious attacks, ease of deployment and
management.

However, WSNs has their own drawbacks as well. One of the important drawbacks is the
sensitivity of the communication links among nodes. An attacker can attack to these wireless
connections among the nodes such that some nodes cannot communicate with the sink [3]. The
most routing algorithms used in WSNs are adapted from the Ad-Hoc Wireless networks [1][2].
The high priority design challenges of the proposed routing protocols are usually Minimal
computational and memory requirements, self-organization, energy efficiency, scalability, etc. [2].
Thus, most of these routing protocols do not directly consider the security treats directly [3].
Actually, there are many different kinds of security treats based on wireless communications:
jamming, flooding, tampering or destruction, continuous channel access, replaying existing
messages, Sybil and wormhole attacks, etc. [3].

One solution to provide security in routing can be Trust Management System (TMS). Trust, or
the trust on the behavior of the elements of the network, is a key aspect for WSN. A trust
management system can distinguish a node that does not function as expected due to either faults
or malicious acts [4][5]. There have been many different proposals for TMS. TMS can be used to
improve the routing security of WSNs if a sensor node knows which other nodes in the network
can be trusted for forwarding a packet [4][5]. Thus, nodes can use other nodes reputation to decide
which one of these to trust. Thus, TMS evaluate the node operations in WSN and assign each of
them with some reputation value and broadcast these reputations.

In this work, we focus on using reputations of nodes to create a path with minimum risk
sensitivity. The proposed algorithm aims to generate a routing path such that the total reputation of
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the intermediate nodes between the source and the sink node has the lowest security risk. The
solution is based on the Ant Colony Optimization [6].

2. RISK SENSITIVE ROUTING

Assume that a TMS has been implemented to observe nodes in a WSN and produces some
reputations per nodes as shown in Fig. 1. For ease of interpretation, we suppose that TMS
determines the risk of a given link between two nodes rather that a node’s risk. For instance,
sending a message from Node 1 to 2 has a low level of security risk (10%), where transmitting a
package from Node 7 to sink has a high level of security risk (60%). Using the given topology and
the risk assessments in Fig. 1, we can create many different routes with different number of hops
and cumulative risk values. In Fig. 2, we present 3 possible routes. In Route 1, the path from
Source to Sinks via Node 7 has only 2 hops and the cumulative risk would be 68%.

However, if we follow Route 2, hop number would be 4 but the total risk value becomes 34%.
As a last example, Route 3 produces 3 hops with an aggregated risk of %35. The bottom line of
these examples is the importance of selecting immediate nodes on the number of hops and
accumulated risk values. To save intermediate node’s energy, most routing algorithms attach high
importance to minimizing the hop number between source and target nodes. However, this
requirement can conflict with the requirement of low level risk involved in the routing as seen
below example.

Figure 1. A sample topology with link risk assessments.

Figure 2. Some of the possible routing paths.

In this work, we provide a Risk Sensitive Routing Protocol (RSRP) such that the trade-off
between hop number and risk value of the routing path can be done depending on a system
parameter, Risk Sensitivity (RS), defined by the WSN operator. RS shows how much WSN is
sensitive to possible lost of packages due to low level of reputations of the nodes in the network.
RS can be any value between 0 and 1. When RS is assigned 0 it means that we do not care the
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risks at all and we definitely want to minimize the number of hops in the routes. On the other
hand, if RS is assigned 1 this states that we do care about the risks in the routes and want to
minimize the level of the risks at the cost of increasing number of hops. Any value between 0 and
1 is an intermediate sensitivity to the risks.

We can now define the target function (TF) of the RSRP as Eq.1, where CR stands for
Cumulative Risk of the given route, HN is the Hop Number. RSRP aims to minimize the TF value
for the given RS value by selecting an appropriate route among possible routes in WSN.

TF(R) = (RS *CR) *((1— RS)* HN) (1

Using the example in Fig.1 and Fig. 2, if RS is 0, the RSRP would select Route 1, the shortest
path between Source and Sink via Node 7. However, if RS is set 1, then the RSRP would select
Route 2 locating the path with the lowest cumulative risk. If we set RS 0.5, the RSRP seeks a
balance between security and efficiency by selecting Route 3.

3. Ant Colony optimization

Ant Colony Optimization (ACO) is an evolutionary metaheuristic which mimics the ants’ foraging
behavior to find the optimum solutions of a given problem [6]. ACO has been adapted to many
different engineering problems successfully [7]. We have developed several solutions for the
routing messages in WSN [8] and scheduling target for Unmanned Aerial Vehicles (UAV) [9, 10].
In this work, we apply ACO to optimize the TF of possible routes. Details of the implementation
are given below.

3.1  Finding Next Node

In ACO, each artificial ant tries to create a routing path by visiting nodes bearing in mind the
given Risk Sensitivity (RS) and the Target Function (TS) values. Beginning from Source Node,
each ant calculates the probability of movement from the current node to the all unvisited nodes as
in the following formula:

5w’
Y Em)
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In the formula, i is the current location, j is the possible next location, tj; is the pheromone value
between two locations, 1 is the heuristic value between two locations, /3 is the coefficient for the
heuristic parameter, and A is the memory for storing list of the nodes which are already visited by
the ant k. Thus, P; is the normalized probability of ant k& to move from node 7 to node j. After
finding the movement probability for all the nodes, a random number between 0 and 1 is drawn to
select the next node according to total probabilities of all the possible nodes. If the selected next
node is the Sink, then search progress terminates with a routing path and ant returns to the Source
node to restart another route construction. Otherwise, ant continues to move on as described above.

Each ant builds its own route planning simultaneously by exploiting the experiences of other ants
by sensing the pheromone values in the formula 2.

3.2 Updating Pheromone Values

After completing a tour, each ant calculates the tour cost as given in Formula 1. Before applying
any pheromone update on the targets, first evaporation should take place. Thus, all the pheromone

values between all the targets are decreased using the evaporation parameter value (p) as in the
following formula:

7, =(l=-p)r;,ijeH (7
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Then, all nodes on the route constructed by the ant (Rk) receive an update depending on the TF
value of the tour:

[N
T; =T, +(ﬁ) , 1, ERy ()

Formula 8 dictates that the solutions with less TF, that is causing less number of hops and less
amount of security risk, drop more pheromone on the paths to provide positive feedback for the
other ants.

3.3 Finding Heuristic Value

The heuristic value (7;;) between two nodes is defined according to the given RS value.
Remember that RS value can be between 0 and 1. When RS is assigned 0 it means that we do not
care the risks at all and we definitely want to minimize the number of hops in the routes. Thus, the
heuristic value (1;;) only depends on the hop number between two nodes. If there is a link between
them link existence (/;) will be 1 and #; will be set 1 as well. However, if there is no link
connecting these two nodes, link existence (/;) and #; will be set 0.

On the other hand, if RS is 1, this states that we do care about the risks in the routes and want to
minimize the level of the risks at the cost of increasing number of hops. As a result, the heuristic
value (#;) only depends on the risk probability between two connected nodes, which can be
calculated as:

1
7y =— ©)

Ty
where T is the given risk probability of the link between the nodes. If these two nodes are

disconnected (/;70), #; will be zero as well.

As a last option, RS can take any value between 0 and 1. In this case, the heuristic value (1) is
found based on the following formula provided that the given two nodes are connected (/;=1):

1

_ 10
RS (10)

m;

3.4 The Proposed RSRP Algorithm

Using the main ACO functions explained above the pseudo code of the RSRP is given in Table 1.
We input the target list (H), the link existence between the nodes (/;), the risk probabilities
between the targets (7), and the Risk Sensitivity (RS). Then, using these parameters, the heuristic
values are calculated. After creating a number of ants (m), each ant builds its solution and updates
the pheromone values according to the cost of the solution based on the Formula 1. When, a pre-
defined number of iterations has been executed algorithm terminates by outputting the best
solution found so far.

In some cases, ant could be in a dead end such that from the current node it cannot move
forward. Thus, it should move back to the previous node to see that if it can move to another node
other than the dead end node.

4. SIMULATION TESTS AND OBTAINED RESULTS

We have implemented the proposed RSRP using Java. The simulation and ACO parameters
with the default values are given in Table 2.
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4.1  Network Topology and Risk Distribution

We use an NxN size grid topology with different risk distributions. To assign risk values to the
links between nodes we have propose to use a Risk Distribution (RS) set up. We assume that most
of the nodes in a WSN is dependable but open to failure. Therefore, their associated risk would be
very low. However, the attackers in the network present much more risks in routing the packets.
Therefore we assign higher level of risks to the attacker.

As a result of above observation, we separate the links into two groups: friendly and malicious.
Furthermore, the risk level posed by the malicious nodes is classified in three levels. In all
scenarios explained below we assume that 90% of the links in the grid is friendly and has a risk
probability at most 0.1%. However, the rest of the links (10%) has different risk levels according
to the risk distribution. In Low Risk Distribution (LRD), the malicious links has a risk probability
up to 10%, in Moderate Risk Distribution (MRD), they have a risk probability up to 50%. In the
last distribution, High Risk Distribution (HRD), risk probabilities of malicious links are 80% at
most.

We select the first node as the sink and the node in the farthest corner of the grid as the source
node. As an illustration, in Fig.1, Node 1 is the sink; Node 4 is the source node.

Table 1. RSRP pseudo code.

{
init_Pheromone Values();
init_Heuristic(M;);
create_Ants(m, Source);
while (lend condition_satisfied)
{
for each ant
{
while (Sink has not been reached)
{
next = find Next Target();
if (Sink Reachable(next))
{
move_forward(next);
H
else {
move_backward();
}
} //lend_while
evoporate Pheromone();
update Pheromone();
update Best Solution();
}//end for each ant
H
return (Best_Solution);
}
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Table 2. Simulation parameters.

Parameter Definition Default Value Notes

N Grid Size 10 Total number of nodes is 100
RS Risk Sensitivity - 0,0.5,0r1
RD Risk Distribution Low, Moderate, or High
AN Ant Number 400

IN Iteration Number 4000

P Evaporation Rate 1%

Heuristic Coefficient 2

For the results, we have run each tests 10 times and reported the mean values in the tables
below. Moreover, we have tested the RSRP for the three different source nodes and provided the
average results as follows.

4.2 Results for Low Risk Distribution

When the links in the grid topology is initiated according to the Low Risk Distribution (LRD) as
described above, source node has the opportunity to use many different routing paths. In Table 3,
we observe the effect of the RSRP according to the given risk sensitivity (RS). If we do not care
about the risk (RS=0) and would like to have only a shortest routing path, the RSRP is able to
create the shortest path with 58 hops (HN). However, the cumulative risk (CR) turns out to be
around 17%.

Table 3. Results for LRD.

RS HN CR (%)
0 58 16.85
0.5 66 2.53
1 70 2.38

On the other hand, if we only care about the CR, we can set RS 1. As the results in Table 3
show the RSRP builds a routing path with CR = 2.38 and HN = 70. Thus, we find a path with a
very low risk but longer than the shortest one.

As a balance between these two choices, we can assign 0.5 to RS and gain the results as HN= 66
and CR=2.53. This results support the balance between shortest and lowest risk paths clearly.

As a result of all the observations in Table 3 indicate that the RSRP functions successfully as
designed for.

4.3 Results for Moderate Risk Distribution

As seen in Table 4, increasing the risk stemmed from the attackers cause a drastic change in the
level of cumulative risk of the shortest path. However, the RSRP is still able to find routing paths
walking around the attackers successfully when RS is set either 1 or 0.5. Actually, the HN and CR
are almost the same as the ones of the LRD.
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Table 4. Results for MRD.

RS HN CR (%)
0 58 54.86
0.5 64 2.46
1 70 2.25

4.4 Results for High Risk Distribution

As a last option we again increment the attackers’ risk level up to 80%. The RSRP can
successfully build routes with low CR values when RS is different than 0. However, when RS is 0,
the generated shortest path has very high level of risk as much as 75%.

Table 5. Results for HRD.

RS HN CR (%)
0 58 75,40
0.5 72 2,44
1 85 2,33

4.5  Discussion

In the simulation tests, we have observed that the RSRP is sensitive to risks in building routing
paths. Even in high level of risks attached to some links, the RSRP finds paths excluding these
risky links at a cost of increasing the total number of hops.

Furthermore, by providing an important parameter, risk sensitivity (RS), the RSRP enables the
user to decide the balance between cumulative risk on the routing path and the length of the route.
In the experiments we have observed that instead of minimizing risk by setting RS 1, we can
realize shorter paths with very low cumulative risk by assigning 0.5 to RS.

5. CONCLUSIONS

In this work, we define a practical problem faced in routing in multi-hop communication systems
such as WSNs. The aim is to take into consideration of the link security risks while planning hops.
We propose to adapt the ACO meta-heuristic to solve this problem. Thus, we developed the RSRP
in which we can tune the risk sensitivity of the routing protocol and accordingly construct routing
paths. After implementing the proposed solution we have conducted various tests to observe its
performance under different risk level. The obtained results clearly indicate the success of the
RSRP.
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ABSTRACT

Automatic license plate recognition is the process of determining vehicle number plates from
images. The process is essentially based on the image processing techniques. In this study we
propose a Service Oriented solution for automatic license plate recognition on mobile devices. The
main aim of the proposed system is to be used to detect incorrectly parked cars and their owners in
special areas such as university campuses. In the proposed system the images are captured by the
mobile devices, and those images are transferred to a server by internet or intranet environments.
All the image processing applications are done on the server site and finally the server returns the
owner’s name and his information about the cars to the mobile device. For the plate recognition we
used the Speeded Up Robust Features (SURF) approach. The proposed system gives promising
results.

Keywords image processing, plate recognition, SURF, SIFT

1. INTRODUCTION

Automatic license plate recognition (ALPR) is the process of determining vehicle number
plates from images captured from one or more cameras. The process is essentially based on
the image processing techniques. The first step in determining the vehicle plate numbers is the
determination of the plate region in the vehicle image, and the second step is to determine the
characters on the plates by using the Optical Character Recognition (OCR) algorithms.

License plate recognition systems are commonly used in areas where authorized entry
and exit are permitted. Besides they are used to find the stolen vehicles and/or lost vehicles
and they are also used for security purposes. License plate recognition systems are probably
mostly used in traffic applications nowadays such as traffic law enforcement and road traffic
monitoring systems [1-3]. The other application areas of the license plate recognition systems
are as follows: parking areas, entry and exit points of highways, bridges, boarders, highway
control points, entry points of the sites, entry points of the universities, hospitals, hotels,
factories, airports, shopping malls, etc [1-4]. License plate recognition systems are also
known as automatic vehicle identification, car plate recognition and automatic number plate
recognition [5].

There are many algorithms suggested for automatic number plate recognition systems
in the literature. Most of the algorithms are based on the following steps:

Stepl: Detection of plate region in the image
Step 2: Resizing the plate for the other steps

Step 3: Normalization of illumination and contrast values of the plate image
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Step 4: License plate segmentation

Step 5: Character recognition based on the optical character recognition (OCR)
techniques

Step 6: Preprocessing and control checks.

The preliminary step is the image acquisition step in which the images of the license
plate are acquired. This step is common for all the license plate acquisition systems and due to
this reason it is not included above. The literature survey dealing with the license plate
recognition systems can be found in the literature [5] and it is not repeated in here.

The performance of the automatic license plate recognition systems may vary
depending on the application areas and environmental conditions. For example, a license plate
recognition system set up in a car park entrance may have a higher performance since it is
worked in a controlled environment, in which the lighting conditions are fixed and vehicles
may have lower speeds during the imaging phase. On the other hand the systems used in
highways may have poor performance since the environmental conditions may vary during
the imaging (i.e. lighting and weather conditions, etc.) and the vehicles may have higher
speeds which may cause blurring effects in the images. In general the state of the art
automatic number plate recognition systems have a performance of around 95% for plate
detection, and 93% for plate recognition phases [5]. In order to have a high performance it is
necessary to use a specific algorithm, specific image capturing devices and network
infrastructure for the application.

There are some problems encountered in number plate recognition systems. The
problems can be itemized as follows: camera localization, distance of camera to the imaged
vehicles, low resolution imaging capability of some cameras, lighting conditions of the
imaging environment, contrast and illumination problems and shadow effects, unable to
capture the image of the number plates, i.e. due to dust etc., and different font style of the
plates [6-7].

In this study we proposed a mobile application that can capture the images of number
plates of vehicles, send that image to a server and then return the necessary information about
the vehicle such as the owner name of the vehicle and his contact information.

2. PROBLEM DEFINITION

Consider a university campus in which hundreds or thousands of people enter and park their
cars. University administration would like to locate the owner of any car in some situations. In
most cases, faculty members, students, and administrative personnel have registered their car
plate and identity to some car information system located at campus gates. Visitors are also
requested to register to the some information system as they arrive in as well. However, when
people park and leave their cars, security officers can only locate the owner of a car by calling
the gate and exchanging the plate number and identification of the owner, which can be time
consuming and this process may require human power and effort. This process may increase
the work load of the security officers. So it may be necessary to propose an automated system
that will work easily and provide necessary information of the cars parked on the campus.
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3. THE PROPOSED SOLUTION AND IMPLEMENTATION DETAILS

Mobile devices such as smart phones, tablet pc, etc., have gained high popularity in real life
applications to ease the performing daily jobs. However, due to their limited resources, e.g.
battery, computation power, memory, there are novel challenges in applying mobile solutions.
In this paper, we propose a Service Oriented solution for image processing on mobile devices
and partial implementation of it.

In this work, we offer using a mobile application to remove any human intervention
for automated license plate recognition. In the proposed mobile solution, security officers
carry a smart phone connected to campus intranet. They use the mobile application to take a
picture of the plate of the car and send it to the central server for identification and recognition
of the plate number. The central server applies image processing techniques to extract and
recognize the plate number. After determining the number, the central server communicates
with the registration information system and pulls up the identification details of the owner
and sends them to the mobile application on the smart phone.

In the proposed service-oriented architecture, the heavy work is done by the central
server. Thus, we can save mobile device's resources. In the work, we implemented the image
processing as a service at the central server. Thus, mobile application uses this service for the
identification details by sending a plate picture. The central server has two main modules:
Image Processing and Identification Retrieval. In the Image Processing module, we identify
and extract the license plate number as text from the given picture. In the Identification
Retrieval module, we query the car registration database with this plate number to find the
owner’s details. Then, the central server sends this piece of information to the requesting
mobile device. In this paper we focus on the Image Processing module and test its
performance. The block diagram of the proposed solution is given in Figure 1. The details are
given below.

Figure 1- The block diagram of the proposed system. In this system the mobile device is used
as the image capturing unit and it also shows the information sent from the server. Image
processing and Identification Retrieval modules are run on the server. In the database the
information about the registered cars (i.e owner of the car and his/her contact information)
are kept.
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There are several different approaches to recognize the plate number [5]. However, in
these works they mostly assume that car is moving and a video recorder record the moving
car. Thus, they try to extract the frames including plate number. However, in our case, car is
stationary and we have a picture of the plate. Therefore, our approach is much more direct.
First of all, we created an image database including plates printed by various fonts. We
collected these images from the cars park in the Atilim University campus. Each image is
cropped such that each single image in the database holds only a single number or a character.
Then using Matlab [8], we extracted their features according to Scale-invariant feature
transform (SIFT) [9] and Speeded Up Robust Features (SURF) [10] algorithms. Thus we have
a feature database for numbers and characters printed on plates in various fonts. After then,
when a plate image is input, the proposed algorithm first identifies the plate in the picture.
The plate detection is performed according to the proposed methods in the literature [11]. In
Figure 2 a sample car image containing the license plate is shown and in Figure 3 the plate
region identified is depicted.

Figure 2 — A sample car image containing the license plate. The image was acquired in
daylight and when the car was stationary.

Figure 3 — The plate region of the car in Figure 2. The characters are shown as black lines.
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This section of the image is cropped to investigate further. Calculating the distances
between characters and numbers in the cropped image we split the image such that each new
image holds a number or a character only. In the last step of the algorithm we calculate the
match points between the given number or character and the raining set according to SIFT and
SURF. Using a voting scheme, we categorize the image and integrate the resulting plate. The
character recognition is performed by matching the SURF feature points. We used feature
point matching approach previously for logo detection [12]. The matching scheme is based on
the minimum distance measurements. In Figure 4 a SURF feature points of training image,
test image and matched points are shown.

Putatively Matched Points (Including Outliers & Duplicates) For Features

Figure 4- Surf feature points of number 5 and the matched features of the plate. The red
circles show the feature points of 5, and green signs show the feature points of the plate
region matched by the matching procedure.

4 RESULTS

We have tested the proposed method for 5 test plates and we obtained the correct plate
numbers. The results show that the proposed method works correctly. But it is important to
note that the tests were performed in a controlled environment and we need to perform more
tests to evaluate the performance of the system. The promising results support the success and
feasibility of the proposed architecture.

4 DISCUSSIONS AND CONCLUSION

In the experiments of the proposed method, we observed that we can extract the correct plate
at a very high probability. We think that it is due to using two important feature extraction
algorithms together to decide a match.

We performed the tests for 5 plates. In order to evaluate the performance of the system
it is necessary to repeat the tests with a high number of plates. Another important point about
the tests is that we performed the tests on a controlled environment, in which the lighting
conditions were satisfactory and the cars were stationary. In case of pure light, it can be
necessary to work on the algorithm and the performance may vary depending on the lighting
conditions. On the other hand another factor that may affect the performance is the weather
conditions. It is necessary to repeat that the tests on different conditions.
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The proposed system works on the condition in which the imaged cars are not moving.
This condition prevents the motion blur effect on the imaging system, which may decrease the
performance of the system. The motion blur is reduced by preprocessing the acquired image
by applying sharpening filters. The lack of motion in proposed solution is an advantage of the
solution.

As a future work, we would like to use a database with a high number of car records so that an

integrated solution would be ready to be used in Atilim University.

Acknowledgements: This work is supported by Atilim University by the project number
ATU-LAP-C-1314-07.
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ABSTRACT

Many firms associate their brand name with a logo. Thus, customers can face logos
and easily recognize the brands without reading their names. Using this strong
relationship, we introduce a logo recognition system useful to the blind people. In
the proposed system, blind or visually impaired people can use their smart phones as
a video recorder in a shopping mall food court to identify the shops around them.
The mobile application running on the device captures the frames and analyses them
to identify any logos. The identified logo is read to the user. In this paper, we
propose a practical yet successful image processing algorithm to enable such a
mobile application work on. The initial experiments on sample videos indicate
promising results.

Keywords — image processing, blind, logo recognition, logo detection

1. INTRODUCTION

According to the Merriam-Webster Dictionary, logo is “a symbol that is used to identify a
company and that appears on its products” [1]. Logo recognition is one of the well known image
processing problems faced in many different areas of applications [2,3,4,5,6,7,8,9]. Some
researchers use the vehicle logos to describe the vehicle brand [2], some researchers exploit the
logos on the printed documents to classify them [3,4,5], and even some researchers benefit logo to
display times in the determination of the key moments of a game in a TV broadcast [6].

As the variations in the applications, a number of different image processing techniques have
been proposed to solve this problem successfully. In some studies, by using color histogram
information of logos which can be considered as colored objects, a method based on edge
detection is proposed [5]. Similarly in another study, a method to identify limiting the rectangular
shapes in the logo area is proposed [7]. In another study, exploiting low-level gradient channels to
identify quickly the logos has been proposed [8]. In order to identify logos from different angles
solutions based on SIFT have also been proposed [9]. Similarly for recognition logos in rotated
images a further method is based on identifying the logo components are provided in [10].

In this study; we aim to detect and identify the fast food firm logos located on food court of
shopping malls to aid blind or impaired-vision people. The problem definition and the details of
the solution are presented in the next sections. The data collection and the experiment test are
presented in Section 4. Lastly we conclude our remarks in the end of the paper.

2. PROBLEM DEFINITION

Assume that you are blind and would like to have lunch in a nearby shopping center. You arrive at
food court and would like to know which fast food companies are around you. Now, you have to
ask help from someone and memorize all these shop locations for the next visit. Whenever a new
fast food shop opens or whenever you visit a new shopping center you need to ask and memorize
again.
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Nowadays, mobile devices such as smart phones or tablet PCs are used widely in solving daily
life problems. Using the example problem as a motivation, we propose a new application to detect
and recognize the logos used in a food court of a shopping center. Thus, the logo recognition
problem can be defined as:

“detecting and recognizing the firm logos by using a mobile device and read out their names
to a blind or vision impaired person”.

3. THE PROPOSED SOLUTION AND IMPLEMENTATION DETAILS

The method proposed to solve the logo recognition problem has three main phases. In the pre-
processing phase, the clip that a mobile device records is examined and frames are extracted as
images. In the second phase, these images are processed to extract their features and these features
are compared with the features of the logos stored in the logo database. A voting system evaluates
the matching of a given image to the known logos. In the last phase of the algorithm, name of the
determined logo is read to the user.

The proposed solution is implemented using MATLAB [11]. The details of the solution are
provided below.

3.1 Creating Training Logo Database

To have a training set, we have recorded videos of logos at food courts of various shopping malls
located at Ankara, Turkey. We have recorded videos from 9 different angles and distance to the
logos as shown in Fig. 1. Then, we extract a number of logo images from these videos and label
them according to the firm name. After converting colorful frames to grey scale, we have
employed Speeded Up Robust Features (SURF) [12] technique to detect feature points and extract
SUREF descriptors in each image. We build an index based on k-dimensional tree (KD tree) [13] to
store feature vectors of feature points and their descriptors. Thus, we have a logo database holding
feature vectors and names of logos. Table 1 provides the MATLAB code details for the explained
procedure above.

Table 1. MATLAB code to creating Training Logo Database .

for 1= l:numel(logoCollection)
% Detect SURF feature points
logoCollection(l).points = detectSURFFeatures(logoCollection(l).image,
'MetricThreshold',600);
% Extract SURF descriptors
[logoCollection(l).featureVectors,logoCollection(l).validPoints] =

extractFeatures(logoCollection(l).image,logoCollection(l).points);

% Save the number of features in each image for indexing
logoCollection(l).featureCount = size(logoCollection(l).featureVectors,1);
end
% Combine all features of logos into dataset
featureDataset = double(vertcat(logoCollection.featureVectors));
% Instantiate KD Tree

imageFeatureKDTree = KDTreeSearcher(featureDataset);

3.2 Comparing Captured Frames with the ones Stored in Logo Database

A mobile application records the surroundings and extracts the frames to compare them against the
training data set. To do so, we first create a feature vector from the given frame as explained above
using the SURF technique. Following that, we compare this vector with the stored vectors in the
KD tree. The comparison counts the number of matched feature points between the test and
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training images and normalized it according to the total number of feature points in the given
vectors. Since we have more than one test image for a single logo we calculate the total matched
points for each logo. Thus, we use each test image as a voter. Lastly, if the voting is higher than a
threshold value determined by the system, we select the logo label with the highest matching point
as the candidate winner. We consider a candidate winner as a final winner if it wins the voting in
three consecutive frames.

Table 2. MATLAB code to comparing captured frames with ones in the training database.

% Detection loop for each frame
for currentFrame = 1:numel(frameCollection)
query.image=frameCollection(currentFrame).image;
% Detect SURF features for the querried image
query.points = detectSURFFeatures(query.image, MetricThreshold',600);
% Extract SURF descriptors
[query.featureVectors,query.points] = extractFeatures(query.image,query.points);
% Match each query feature to two (K=2) closest features in the dataset.
[matches, distance] = knnsearch(imageFeatureKDTree,query.featureVectors,'K',2);
indexIntervals = [0, cumsum([logoCollection.featureCount])] + 1;
% Ratio Test
goodRatioMatches = distance(:,1) < distance(:,2) * .8;
% Distance threshold
goodDistanceMatches = distance(:,1) <.25;
goodMatches = matches(goodDistanceMatches & goodRatioMatches,1);
% Count number of features that matched from each training image using stored
% indices for dataset matrix
counts=histc(goodMatches, indexIntervals);
% Collect the votes
[~,bestMatchedLogo]=max(counts);
% Match the features using their descriptors.

logoPairs = matchFeatures(logoCollection(bestMatchedLogo).featureVectors,
query.featureVectors);

% Display matched features.
matchedlogoPoints = logoCollection(bestMatchedLogo).validPoints(logoPairs(:, 1), :);
matchedScenePoints = query.points(logoPairs(:, 2), :);
matchPointNumber = size(matchedlogoPoints);
if (matchPointNumber(1) < minimumMatchPoint)
disp('Not detected: Insufficient matched features (Including Outliers & Duplicates)');
notDetected=notDetected+1;
continue;
else
% Logo detected
detectedLogo = logoCollection(bestMatchedLogo).name

85



score = matchPointNumber(1,1);
end

end

3.3 Reading Logo

After voting of the training logos, we decide the final winner. The name of that logo is played
from a recorded voice file to the user. As a result, blind or visually impaired person can be now
aware of the names of the surrounding shops.

A sample comparison between the training and the test frame is provided in the Figure 1. The
image on the left is the training frame and the image on the right is the test frame. The feature
points and their matching are shown in the figure as well.

file name:hosta[est.JPG detected logo:hosta2.JPG score:3

Figure 1. A sample comparison of the training and test images. The trainin image is
given on the left, and test image is given on the right. For simplicity only three
matching feature points are shown. The red circles show the feature points of the
training image, and green + signs show the feature points of the test image. The
yellow lines show the matching feature points.

4. PERFORMANCE TESTS AND RESULTS

We have collected 5 logo videos from a shopping mall with an average duration of 15 seconds. We
have prepared Training Logo Database including 2 samples from each logo which makes 10
samples on total. To test the success of the proposed algorithm, we first extract all the frames
including any logo images. As seen in Table 3, we have totally 69 test frames for 5 different logos.
Using only a training database with 10 sample logos, we classify these 69 test frames as described
above.

The results in Table 3 are given in percentage of the successfully recognized logo frames to the
total test frame numbers. We further report the ratio of misclassification incidents and undetected
cases. For example, the logo of Hosta company has a test frame set of size 8, and 5 of them are
correctly classified, however only 2 of them are misclassified to be appeared as different logos.
Furthermore, 1 of the test logo is undetected. In the discussion section, we present some
justifications about the reported results considering the given videos and Training Logo Database.

Table 3. Confusion matrix of the classification performance of the proposed method.

Hosta | Otantik | Ozsiit | Tasfirin | Teppanyaki | Undetected | Total | Success
(%)

Hosta 5 1 1 1 8 62.5
Otantik 1 9 88.9
Ozsiit 8 1 9 88.9
Tagsfirin 13 1 - 14 93.6
Teppanyaki 29 - 29 100

Total 69 86.7
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As can be seen from Table 1, some of the logos have higher number of test images than the others.
For example Teppenyaki has a total of 29 test images, and Hosta has a total of only 8 test images,
etc. This is because of the video capturing speed of the users. When the video capturing speed is
low, the blurring effect of the camera is also low, which also increase the performance of the
classification.

It can be seen that Hosta company has the lowest classification performance when compared with
the other companies. This can be due to the fact that Hosta has a classical logo style (as can be
seen in Figure 1) and the feature points of the Hosta may be confused with the other logos.

5. CONCLUSIONS

As a conclusion, we can argue that the proposed algorithm is able to recognize the logos in the
given videos with an high success ratio as much as 87%. Even the videos are recorded from
different angles and distance with respect to the logos and under different lighting conditions and
noise levels, the proposed algorithm manages to determine the logos embedded in the videos
successfully. Secondly, we observe that the computation takes considerably less time such that the
results could be reported near real time.

On the other hand the work needs further improvements. First of all the logo database should
be extended to include more logos of the companies. After extending the logo database
performance tests should be renewed, since extending the training dataset will extend the
processing power and processing time. Besides similar logo types may be confusing and because
of that performance may degrade.

Another important point about the results is that the video capturing speed may directly
influence the classification performance of the proposed system. When the videos are captured
very fast, then the cameras introduce motion blur effect. The motion blur effect may influence the
feature point detection performance, which directly degrades the classification performance. But
on the other hand motion blur effect may be reduced by using sharpening filters, which is not
considered in this work.
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LAP-C-1314-07.

6. REFERENCES

[1] Merriam-Webster Dictionary [Online].
Available: http://www.merriam-webster.com/dictionary/logo

[2] Psyllos, Apostolos P., C-NE Anagnostopoulos, and Eleftherios Kayafas. "Vehicle logo
recognition using a SIFT-based enhanced matching scheme." Intelligent Transportation Systems,
IEEE Transactions on 11.2 (2010): 322-328.

[3] Li, Zhe, Matthias Schulte-Austum, and Martin Neschen. "Fast logo detection and recognition
in document images." Pattern Recognition (ICPR), 2010 20th International Conference on. IEEE,
2010.

[4] Zhu, Guangyu, and David Doermann. "Logo matching for document image retrieval."
Document Analysis and Recognition, 2009. ICDAR'09. 10th International Conference on. IEEE,
2009.

[5] Phan, Raymond, and Dimitrios Androutsos. "Content-based retrieval of logo and trademarks in
unconstrained color image databases using Color Edge Gradient Co-occurrence Histograms."
Computer Vision and Image Understanding 114.1 (2010): 66-84.

[6] Eldib, Mohamed Y., et al. "Soccer video summarization using enhanced logo detection.”" Image
Processing (ICIP), 2009 16th IEEE International Conference on. IEEE, 2009.

[7] Wang, Hongye, and Youbin Chen. "Logo detection in document images based on boundary
extension of feature rectangles." Document Analysis and Recognition, 2009. ICDAR'09. 10th
International Conference on. IEEE, 2009.

87



[8] Chen, Yu, and Vrizlynn LL Thing. "Using Low Level Gradient Channels for Computationally
Efficient Object Detection and Its Application in Logo Detection." Multimedia (ISM), 2012 IEEE
International Symposium on. IEEE, 2012.

[9] Sun, Lin, et al. "Application of affine invariant SIFT matching for automatic logo recognition."
Computer Engineering and Design 32.4 (2011): 1406-1410.

[10] Zhang, Yuan, et al. "Spatial connected component pre-locating algorithm for rapid logo
detection." Acoustics, Speech and Signal Processing (ICASSP), 2012 IEEE International
Conference on. IEEE, 2012.

[11] MATLAB, [Online]. Available: http://www.mathworks.com/

[12] Herbert Bay, Andreas Ess, Tinne Tuytelaars, Luc Van Gool "SURF: Speeded Up Robust
Features", Computer Vision and Image Understanding (CVIU), Vol. 110, No. 3, pp. 346-359,
2008.

[13] Silpa-Anan, Chanop, and Richard Hartley. "Optimised KD-trees for fast image descriptor
matching." Computer Vision and Pattern Recognition, 2008. CVPR 2008. IEEE Conference on.
IEEE, 2008.

88



Efficient Data Gathering in WSN with a Range Constrained
Mobile Relay

[ Cereci', H Daglayan?, N Kiling®, S Aktas®, M Karakaya’

'Department of Computer Engineering, Atilim University,

Incek, Ankara, Turkey

librahim.cereci@atilim.edu.tr, *hazan.daglayan@ atilim.edu.tr, *nergiz kilinc@atilim.edu.tr,
*senem.aktas@atilim.edu.tr, ‘murat.karakaya@atilim.edu.tr

ABSTRACT

In Wireless Sensor Networks (WSN), Mobile Relay (MR) is used to collect data
from the sensors dispersed in a region. Sensors sense the surrounding environment
and record the measurements into their memory. MR has some range constraint
which limits its traveling distance in the region where the sensors are located. In this
paper, we proposed a Genetic Algorithm (GA) based method to guide MR in such a
way that the amount of the data gathered from the sensors are maximized for a given
range value. Since the amount of data collected in the memory of each sensor is
dynamically increasing with individual sensory rate, this problem brings out
different challenges compared to well-known problems such as, Traveling Salesman
Problem (TSP) and Vehicle Routing Problem (VRP). We have adapted GA to solve
this problem by modifying crossover and mutation functions. We implemented two
different mutation algorithms and compared their effects. Furthermore, since the
sensory data values dynamically change with time, we couldn’t use one-point
crossover as it is, so we modified one-point crossover function to transform it into a
suitable one. We have simulated the proposed GA method and obtained promising
results under different simulation and algorithm settings.

Keywords — Wireless Sensor Networks, Mobile Relay, Genetic Algorithm,
scheduling

1. INTRODUCTION

Wireless Sensor Networks (WSN) and their challenges are studied in depth due to its popularity in
many works such as [1][2][3][4]. There are many different data collection approaches
implemented which can be classified into two main categories according to the sink mobility:
Static Sink (SS) and Mobile Sink (MS). When SS is implemented all the sensors in the network
should route their data to the SS by using some wireless communications methods. On the other
hand, if MS is chosen, MS itself visits the sensors and collects data directly from each sensor.
Furthermore, MS can be categorized according to their data gathering function. If a Sink is
collecting and transferring the data to a remote central, it is a Mobile Sink [1]. However, in some
cases mobile element visiting sensors is not a sink at all but it can collect data and transfer it to a
SS. Thus, this kind of mobile element is called Mobile Relay (MR) [1].

In this work, we focus on data collection with a MR. We propose a method to produce a
schedule for the MR to visit sensors such that it can collect maximum amount of data at the end of
its tour. In the following sections we first define the problem in details and then introduce the basic
concepts of Genetic Algorithm (GA) which our solution is based on. In Section 4, we provide the
details of the method by explaining how GA is adapted to solve the defined problem. Simulation
environment and test results are presented and discussed in Section 5. Finally, we provide
conclusions and future work direction in the last section.
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2. PROBLEM DEFINITION

We assume that sensors are located in a grid topology and their locations and initial amount of data
stored are known. SS is located in the middle of the grid. There is a single MR to collect the
sensory data. MR’s trip should start from and end in the SS. Sensors have infinitive memory so
that there is no memory overflow. Sensors have a constant sensing rate. MR velocity is fixed and
data transfer time between MR and sensors is negligible. MR can travel at most according to the
given travel range.

The problem is to prepare a sensor visiting schedule for MR such that it can collect maximum
amount of data from the sensors and transfer them to the SS at the end of the tour. We name this
problem as Maximum Data Gathering by a MR with Limited Range (MDGMR/LR).

3. GENETIC ALGORITHM

Genetic algorithm is one of the popular evolutionary meta heuristics which is applied to many
different engineering problems successfully [5][6][7][8]. Genetic algorithms (GAs) were invented
by John Holland in the 1960s. Development continued by Holland and colleagues in 1970s. Their
main goal was not design algorithms for specific problems, but to study how adaptation occur in
the nature and import them into computer systems [9].

GAs are a family of computational models inspired by evolution. They hold the potential solution
in a chromosome-like data structure and apply operations such as crossover and mutation in order
to improve the solution. They are meta-heuristics which commonly considered as optimizers [10].
Implementation of GA begins with the creation of the initial population (can be random), after
initial population is created, the individuals are selected using a selection algorithm to be parents
in the crossover process. Crossover method takes partial solutions from each parent and merges
them as new solutions. The result of a crossover can be one or more off-springs. Later, mutation
operation is applied to the off-springs in order to apply little changes to the solution to escape
possible similar local solutions. This cycle continues until the maximum number of generations is
reached or no more improvement between generations is gained.

4. MAXIMIZING GATHERED DATA

We have developed a solution based on the GA for the MDGMR/LR problem. Details of the
proposed solution are provided below.

2.1 Schedule Validation

When a sensor visiting schedule (a chromosome) is produced by the proposed GA method, it
needs to be validated according to the given assumptions and the constraints. For example, the
total tour length of the schedule (chromosome) must be less than or equal to the given range of the
MR. Tours also should begin and end with the location of the Static Sink (SS) which is located on
the middle of the grid. As another example, identical tours should be eliminated in the population
as well. Our validation algorithm takes any tour and fits it with the definition of a possible
solution. Schedule validation algorithm is given in Table 1.

2.2 Preparing Initial Population

The initial population for the GA is produced selecting sensors randomly [10]. As the number of
sensors depends on the tour length each individual can have different number of sensors.
Therefore, we validate each individual using the schedule validation algorithm discussed. Total
number of individuals in the initial population is a GA parameter to the system. After schedule
validation, we are ready to continue with the next GA phase.
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Table 1. The Schedule Validation pseudocode.

Procedure scheduleValidate(Schedule){

if ( checkStartingPosition(currentPosition) != staticSinkPosition)
newSchedule.put(staticSinkPosition)

currentRange = calculateRange(Schedule);
update(currentPosition);

while(currentRange + returnToSSTime <RANGE)
newSchedule.put(currentPosition, iteration);

update(currentPosition);

iteration++;

duplication= checkDuplication(newSchedule, Population);
if (duplication)

newSchedulle= mutate(Schedule);

it ( checkEndingPosition(currentPosition) != staticSinkPosition)
newSchedule.put(staticSinkPosition)

return newSchedule;

2.3 Applying Crossover

Whenever two pairs are selected to produce off-springs, we apply one-point crossover method
[11]. Firstly, the selection method we use in order to select the parent is Tournament Selection
(TS) [12]. In TS we select random individuals in the population according to the tournament size,
and then we compare the fitness values of those individuals and select the fittest, as one of our
parents. We apply the same procedure for the second parent also. Generally speaking, gene size in
GA is fixed, but due to nature of our problem we have variable size genes. So we modified the
one-point crossover algorithm for preventing illegal divisions, or end up with a gene that will not
reach the maximum range in our problem. After applying the crossover and producing the off-
springs, we validate these off-springs according to our validation algorithm explained in Table 1.

2.4 Applying Mutation

Each off-spring is undergone the mutation process. The mutation rate is a variable in our GA
algorithm which determines whether a gene will be subject to mutation or not. Firstly we adopted
swap mutation [12]. Swap mutation takes two sensors in a tour and swaps their locations. This
method didn’t perform well in our case, since the mutation is only limited to the sensors that only
come from the parents after their crossover. All the other sensors that parents didn’t visit was
ignored. As a solution to that, we developed a mutation (Insertion), in which a sensor is can be
replaced with another sensor that is in the entire list of sensors of the grid topology. As a result of
this mutation, an off-spring can have a sensor in its tour that neither of its parents visited before.
This change, increased the convergence to better fitness values rapidly. When the mutation is
finalized the mutated off-springs are validated.

2.5  Selection of Candidates for Next Generation

In this phase, we select new members of the next population among the parents and the off-springs
according to the fitness value. We can decide the portion of the parent population that will be put
to the calculation using a variable in the GA program. At the end, all individuals are sorted
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according to their fitness values descending, and the ones that are at the bottom, whether they are
parent or offspring are removed. Remaining individuals constitute the new generation.

2.6 Determining Fitness Value

Fitness value is defined as the amount of data that is gathered at the end of the given schedule.
Applying crossover and mutation highly effect the fitness value, so it is recalculated each time the
validation algorithm runs.

5. SIMULATION AND TEST RESULTS

We have implemented the proposed solution with Java language. The simulation parameters are
summarized in Table 2. Simulation code is implemented according to the assumptions presented in
Section 2 (Problem Definition), and the methods we use for each step of the algorithm are
described in Section 4. The GA parameters are given in Table 3.

Table 2. The Simulation Parameters.

Parameter Default Value Range Notes
Sensor Topology Grid - 25 x 25 (625 total) sensors
Distance 20 meters _ Horizontal/Vertical Distance
between two sensors
MR velocity 40 k/hr 30-50k/hr Fixed
Sensing Rate 1 KB/sec 0.5-2KB/sec Fixed sensing rate
Sensor Memory . Memory of each sensor is
Capacity Infinitive initialized with a random
amount of data

Table 3. The GA Parameters.

Parameter Default Value Range Notes
Population Size 200 100 - 400
Generation Number 1000 500-2000

Crossover Method Modified One-Point

Mutation Method | Swap Position, Insertion

Mutation Rate 0.005 0.0005-0.1

We have conducted a set of experiments. In the first experiment set, we observed the success of
the resulting schedule. In the second experiment, we changed the GA Population Size and
Generation Number parameters to monitor their effects on the convergence of the proposed
method. In the third experiment, we modified the speed of the MR to observe the speed effect on
the data collection. As a last experiment, we used different sensing rates for the sensors and record
its impact on the target function. As discussed in details below the proposed method has adapted
all these different parameter settings positively by producing successful schedules. All the runs are
done 20 times, averages and standard deviation are calculated accordingly.

3.1  Base Experiment

In the first experiment we apply the default values of the population and generation size values in
order to come up with an appropriate base experiment. In Figure 1, we explored the different
generation sizes varying from 100 to 4000 while keeping population size in 200. From the figure
we can see that after 1000™ generation the fitness starts to slow down and after 1500™ generation
stays stable. It can also be observed that before 500™ generation there is a dramatic drop in the
fitness. So we chose our base generation to be 1000, ranging from 500-2000. In Figure 2, one can
see the effect of increasing the population size. It can be observed that between population 50 and
100 there is a much bigger gap in fitness than populations between 200 and 800. So increasing the
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population after certain value does not speed up the convergence drastically. For our experiments
we keep the mutation rate as 0.005, since it was the fastest (most of the time the only) converging
rate to solution.

As a result of the above observations, we set the population size and the generation number 200
and 1000 respectively.
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Data Collected in KB
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Number of Generations = = = Best Fitness = «+oeeeee Average Fitness

Figure 1. Increase in the Fitness Value due to the number of generations

Figure 2. Effects of different population sizes varying from 50 to 800 on the fitness
value.

3.2 Changing GA Parameter Values

We have designed three setups at the boundaries of our experiment range: Low, Standard, and
High. At Low setup, we choose 100 as population size, 500 as generation size. In the Standard
setup, population is 200 and the generation is 1000. Lastly at High setup, population is 400 and
generation is 2000. We can see the comparison of their fitness values with their standard deviation
in Figure 3. From the figure we can see that increasing the population size and generation size
steadily increases the fitness values. However, the run time also increase dramatically from the
standard setup to the high. A standard setup results with an answer, under 30 seconds, but a high
setup problem takes around 10 minutes to be solved on an Intel 17 3.7Ghz, 16GB RAM machine.
One can say that, standard setup gives an acceptable result in an acceptable time.
As for mutation, when Swap-Position algorithm is selected in the standard GA setup, we only
collected 657KB data, where with Insertion, we collected 737KB. Making Insertion a better choice
for our case.

Table 4 shows us the effect of changing the mutation rate on the best fitness value. It can be seen
that the value 0.005 should be chosen as default in order to maximize the fitness.
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Figure 3. The difference in Fitness between Low, Standard and High GA settings.

Table 4. The effect of Mutation Rate on Fitness.

Mutation Rate 0.0005 | 0.001 | 0.005 | 0.01 | 0.05 | 0.1
Data Collected (in KB) 646 680 752 719 658 | 599

3.4 Different MR Speeds

The effects of different MR speeds can be observed from Figure 4. It is seen that decreasing the
MR speed from 40Km/h to 30Km/h has a bigger impact than increasing speed from 40Km/h to
50Km/h. This is caused by MR traveling through the grid environment and collecting data from
the sensors. Although we go faster, if the number of revisits to the sensors increase, impact of the
speed increase will be less.
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Figure 4. The effect of the Mobile Relay speed on the fitness value

3.5 Different Sensing Rates

As the last experiment, we changed the sensing rates of the sensors between 0.5 and 2, in order to
see the impact. Figure 5, depicts that increasing the sensing rate improves the fitness value
steadily. Since the sensing rate increases the overall data values in each sensor, it is expected to
affect the result steadily.
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Figure 5. The effect of sensing rate of the sensors on the fitness values.

5. CONCLUSIONS

In this work we focus on the data gathering in WSN using a MR with a limited range. We have
adapted the GA to solve this problem and implemented the solution. We have conducted various
experiments to observe the impacts of the simulation and GA parameters on the behavior of the
proposed methods. The results show that under different simulation settings, the proposed method
produces efficient schedules to collect maximum data.

As a future work we aim at designing a novel method for scheduling more than one MR to
gather data for the given MDGMR/LR problem. We also aim to include a heuristic method in our
initial population generation and mutation, in order to converge to better fitness values.
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Differential Search Algorithm with
Levy Flight

Emre Sertel', Oguz Altun?

Abstract

In solution of optimization problems, metaheuristic algorithms
inspired from nature widely took place. These algorithms (e. g.
Cuckoo Search, Bat, and Artificial Bee Colony) imitate movement
behaviour of superorganisms to obtain optimum solution. One of
recent naturally inspired algorithm, differential search algorithm has
got successful results on many common test problems. In this
algorithm, a type of random walk, Brownian motion is applied to
simulate migration of superorganism which looks for food.

In this paper, instead of Brownian motion another random walk
model, Levy flight is integrated with differential search algorithm to
gain angle to search path. New algorithm is compared to the original
DS algorithm by testing on optimization test problems, rastrigin,
rosenbrock and sphere.

1. Introduction
Most classical algorithms are deterministic. And those algorithms work

well on problems which have smooth distinct distribution. If the problem’s
objective functions’ values are distributed discontinuously, classic
algorithms do not work well. It is needed non-gradient algorithms, stochastic
algorithms to find optimum result. There are two types of stochastic
algorithms, heuristic and metaheuristic. Even it can be classified that
metaheuristic is subtopic of heuristic because their difference is very small.
Heuristic algorithms struggle to approach to the optimum solution among
possible solutions in an objective function. A new stochastic algorithm type,
metaheuristic firstly introduced in Glover in 1986, brings together basic
heuristic technics in higher lever structures and searching efficiently. [1]
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Metaheuristic can be simply defined as complete strategies, methods for
search process. It actually deals with optimizing problems to find effective
solutions as possible. However, methods of metaheuristic never promise a
perfect solution. Instead, its approach tries to reach more efficient solution to
corresponding problem. [2] It means solutions that metaheuristic algorithms
found are approximate results instead of deterministic. This originates from
nature of optimization problems. For many years, different algorithms have
been developed like artificial bee algorithm, hill climbing algorithm, particle
swarm optimization algorithm, cuckoo search algorithm. One of most recent
algorithms is differential search algorithm developed by P. Civicioglu.

Metaheuristic doesn’t guarantee to return best solution, but solution it
produced in a short period is good enough to implement. Metaheuristic
algorithms are not created for specific problems. Consequently, they can be
applied to a wide range of optimization problems. However, different
approaches can obtain better results on different problems.

This paper is organized as follows. In Section 2, litreture review is done.
classification of metaheuristics, nature-inspired metaheuristics, Brownian
motion and Levy Flight are discussed to make work clear to understand. In
Section 3, test functions are introduced. In Section 4, Differential Search
Algorithm is analysed. In Section 5, Differential Search (DS) Algorithm
with Levy Flight is introduced. In Section 6, DS and new algorithm are
compared.

2. Litreture Review

A. Classifications of Metaheuristics
There are different viewpoints to classify metaheuristic algorithms

contingent on characteristic methods that they carry out to explore search
space. [3] It is taken into consideration algorithm of this proposed paper to
mention classification ways of metaheuristics. Therefore, metaheuristic
methods are discussed according to their origin and number of solutions at a
time.

I. Population based and single point search

Amount of candidate solutions implemented at a time, is one of most
important characteristics (distinction) to categorize metaheuristics. In the
single point search, only one candidate solution is produced at each iteration
of the optimization algorithm. These kinds of algorithms are called trajectory
methods. Simulated annealing, Tabu search and variable neighbourhood
search are such single point method algorithms. [4] They include
metaheuristics based on local search. On the other hand, population based
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algorithms carry out search steps which marks progress of candidate
solutions in the search space. In each iteration, population is modified using
pheromone trails like in ant colony, artificial bee and cuckoo search
optimization algorithms. [4]

I1. Nature-inspired and non-nature inspired

There are non-nature inspired algorithms such as Tabu search, iterated
local search and grasp. However, many metaheuristic methods are really
inspired by nature phenomena. Their intention mainly is imitating movement
of organisms and biological mechanisms. Ant colony algorithm tries to
simulate behaviour of ant colony seeking food source. The Genetic
algorithm, created by John Holland and his colleagues, is a simulation of
natural selection based on Charles Darwin’s theory in biology. Crossover,
recombination, mutation and selection are implemented to algorithm as a
search strategy to solve optimization problems. [5] Another nature-inspired
algorithm, firefly algorithm, formulated by Xin-She Yang at Cambridge
University in 2007, is inspired by fireflies which have rhythmic flashing
light using to attract other fireflies.

B. Evolutionary Algorithms
Evolutionary algorithms are inspired by evolution of living beings to

adapt well to the environment. It uses evolution operators called
recombination, mutation and selection as steps of strategy to find an
optimum solution in search space. These algorithms are population based
and nature-inspired metaheuristics. Better solutions (fitness) survive on a set
of candidate solutions to approach gradually to the optimum. Therefore, a
new population is created by selecting solutions which have better results on
objective function after each iteration until algorithm converges to best
solution in a reasonable period. [6]

General steps of evolutionary algorithms:

1. [Initialization of population

2. Selections

3. Generating new candidate solutions (Recombination)
4. Evaluating candidate solutions in the population

5. Repeating from step 2 until convergence criteria is satisfied.
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C. Metaheuristic inspired from Nature
In optimization problems, where solution can be found is not known.

And it is nonsense to check every single corner to find the best solution in
large search space within a time limit. Therefore, what is done in
metaheuristic methods is trying to discover optimum solution by doing some
random walk while searching for a clue which can take solution to better
fitness. This kind of random movement is main characteristic of
metaheuristic. Thus, each time search algorithm is run, another optimal
solution is found but solutions must be close to each other for a good
algorithm. The aim in metaheuristic is to create a simpler algorithm that
works efficiently and finds good solutions. [1]

One of methods to create such random walks is imitating movement of
foraging animals, superorganisms. Many different species of predatory
superorganisms check fertility of the site they want to migrate. If the site
they checked has adequate food that they need, they settle in the new site for
a while. Then they continue their migration to another site to find more
fertile areas. [7]

There are many algorithms that model the movement of superorganisms
(e.g., Cuckoo Search, Artificial Bee Colony, Particle Swarm Optimization,
Ant Colony, and Differential Search).

D. Random Walk
A random walk is a mathematical formalization of a path that consists of

a succession of random steps. For example, the path traced by a molecule as
it travels in a liquid or a gas, the search path of a foraging animal can be
modeled as random walks. [1]

Mathematically, let SN denotes the sum of each consecutive random step
Xi, then SN forms a random walk

Sy = SN X = Xy +... +Xy (1)

where Xi is a random step drawn from a random distribution. This
relationship can also be written as a recursive formula

SN = 2ivi'+XN = Sno1 + Xn ()

which means the next state SN will only depend the current existing
state SN-1 and the motion or transition XN from the existing state to the next
state. [1]
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E. Brownian motion
Brownian motion is a random movement of a particle resulting from

colliding with molecules in a gas or liquids. It is a model to represent
random movements mathematically. This mathematical model has used in
different science branch to apply several real-world applications. [§]

F. Levy Flight
Levy flight is a kind of random walk which its step lengths are obtained

randomly from a probability distribution with a power law tail. Levy flight
distribution can be mathematically defined by formula (3).

X N 1
L(SI Y; ll) = \/;eXp [ 2(s—u):| (S_u)3/2 ) 0 < u <s< o (3)
0 otherwise,

where P > 0 is a minimum step and y is a scale parameter.

This type of random walk has been found in nature. Many different
foraging animals like sharks, albatrosses, fruit flies, penguins, tuna and
turtles all do typical levy flight movement while they search for food. [9]
[10]

Levy flight can improve the efficiency of resource searches in unknown
areas. Levy flight has been used in many metaheuristic algorithms inspired
from nature. For instance, Cuckoo search algorithm uses parasitic behaviour
of some cuckoos with combination of levy flight motion of some birds and
fruit flies. [11]

The chaotic Levy flight for the improved bat algorithm proposed by
Jiann-Honng Lin also used levy motion to enrich search behaviour and avoid
to be trapped in local optimum. [12] Another study formulates combination
of levy flight and firefly algorithm.
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Figure 1 Typical Levy Flight plot with 1000 steps

In Mantegna’s algorithm, accurate algorithm for numerical simulation of
Levy stable stochastic processes, the step lengths s can be calculated by

u
S = ——— s 4
lVll/B ( )

where v and u are drawn from normal distributions. That is

u~N(0,62), v~N(0,02),

where,
(1+p)sin(np/2) ) /B
r(1+p)sin(m
v {F[(1+B)/2][32(B—1)/2} ,  oy=1 )
Here r(z) is the gamma function
r() = fy" e de ©)

3. Test Functions
To evaluate and compare algorithms, common optimization test

problems are used negative rastrigin, negative sphere, and negative
rosenbrock functions.

A. Negative Rastrigin Function
Rastrigin function which is first introduced by Rastrigin is a non-convex

and a typical non-linear multimodal function. [2]
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maximize

f((Xq, .., Xp)) = =100 —
x; € [—5.12,5.12]

i=1Xi2 — 10 cos(2mx;)
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Figure 2 Plot of Negative Rastrigin Function

B. Negative Rosenbrock Function

Rosenbrock function is a non-convex function and introduced by
Howard H. Rosenbrock in 1960. [2]

Maximize f({Xy, ..., Xp)) = — 2:11(1 —x7)% + 100(xj41 — x%)?
X € [—2.048, 2.048] (8)

Figure 3 Plot of Negative Rosenbrock Function
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C. Negative Sphere Function
Sphere function is a convex, unimodal and continues function. It is one

of simplest function and part of a De Jong’s test suite so it is also called first
function of De Jong. [2]

Maximize f({xq, ..., Xp)) = — Z?=1xi2 x; € [-5.12,5.12] )

height

Figure 4 Plot of Negative Sphere Function

4. Analysis of “Differential Search Algorithm”
Differential search (DS) algorithm is built to solve optimization

problems. DS algorithm imitates the Brownian motion of an organism to
migrate. [7]

Amount of food and its sufficiency in different areas change in the
nature because of the climatic changes through the year. Therefore, many
different species of living creatures (e. g. many species of birds) migrates to
a proper habitat where they can find food and water during season changes.
Such as many species of birds migrates south for the winter, some insects
like species of beetles, butterflies and moths have seasonal movement. And
those migration movements have large numbers of individuals,
superorganism. Migration of a superorganism can be simulated by using a
type of random walk, Brownian motion. [7]

In Differential search algorithm, population is generated randomly as a
candidate solution of the corresponding problem. In this algorithm artificial
superorganism moves to global minimum of the problem so it optimizes
fitness to minimum. While superorganism migrates, it checks whether the
positions randomly selected are proper to settle for a short period. When the
new position supplies adequate food, the member of the superorganism
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temporarily stays in the stopover site during the migration. Later on, it goes
on the migration from this new position. [7]

The new position that member of superorganism moves is calculated by
getting distance to another randomly selected member and multiplying this
distance by a scale value generated using a gamma random number
generator in a range [0 1]. And the member takes this path to move towards
donor. The scale allows changing position respectively to another member in
the habitat. Stopover site is produced by using equation 11. [7]

StopoverSite = Superorganism + Scale * (donor-Superorganism)  (11)

Pseudo Code of Differential Search Algorithm

1. Initialize superorganism positions.

2. Get the artificial organism which has best food site. (yi, best
fitness).

3. While assessment_count <= assessments_number
a. Generate a donor by using randperm function.
b. Calculate scale.

c. Calculate stopover site with Brownian motion by getting
difference of donor and superorganism.

d. Determine the directions for artificial organisms to
immigrate

e. Define the new site in the determined directions.
f.  If new site more fertilized
i. Organisms move to defined new site

4. Get the artificial organism which is in the new best food site (y;,
best fitness).

5. Ifyi>yi
a. Assign new best food site (y1 = yi)

6. Return best food site (best fitness)

104



5. Differential Search Algorithm integrated with Levy Flight
In this paper, two new algorithms with levy flight are proposed. In these

algorithms, to simulate levy flight movement following equations are used to
calculate stopover site.

In Mantegna’s algorithm, the step lengths can be calculated by

step = Ll/ﬁ , (12)

[v|

where v and u are pseudorandom values drawn from the standard
normal distribution. That is

u =randn(2)* a,, , (13)
v =randn(2) , (14)
where
Y
_( r@+B)sin(mp/2) B 5
%u = \[a+p)/21p2 P02 (®)

stepsize = 0.01*step*(superorganism-donor) . (15)

Here the factor 0.01 comes from the fact that L/100 should the typical
step size of walks/flights where L is the typical length scale. Otherwise,
Levy flights may become too aggressive / efficient. [11]

Stopover = superorganism+stepsize*randn(2) (16)

In first algorithm, beta coefficient stayed constant in 0.6. In second
algorithm, beta value initialized to 0.6 but this time when better fitness is
obtained in iteration, the value of beta is decreased by 0.01. When worse
fitness is obtained in iteration, the value of beta is increased by 0.01. Thus,
we do a shorter jump to a new position, after it is obtained better fitness.

Besides differential search and new algorithms have different random
walk type, their migration direction is also different. While artificial
organisms move towards their donor to a stopover site in differential search
algorithm, artificial organisms in new algorithms change their direction from
donor.

Pseudo code of DS with Levy Flight (constant alpha — DSL._C)

1. Initialize superorganism positions and a = 0.6.
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2. Get the artificial organism which has best food site. (y1, best
fitness).

3. While assessment_count <= assessments_number
4. Generate a donor by using randperm function.

5. Calculate stopover site with Levy flight by getting difference of
donor and superorganism.

6. If stopover site more fertilized
7. Organisms move to stopover site

8. Get the artificial organism which is in the new best food site (yi,
best fitness).

9. Ifyi>vy
10. Assign new best food site (yi1 =yi)

11. Return best food site (best fitness)

Pseudo code of DS with Levy Flight (variable alpha — DSL_V)

1. Initialize superorganism positions and a. = 0.6.

2. Get the artificial organism which has best food site. (yi, best
fitness).

3. While assessment_count <= assessments_number
a. Generate a donor by using randperm function.

b. Calculate stopover site with Levy flight by getting
difference of donor and superorganism.

c. If stopover site more fertilized
i. Organisms move to stopover site

4. Get the artificial organism which is in the new best food site (y;,
best fitness).

5. Ifyi>yi
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a. Assign new best food site (y1 = yi)
b. Decrease a by a*0.01

6. Else
a. Increase o by 0*0.01

7. Return best food site (best fitness)

6. Comparison of Algorithms
Differential Search and proposed algorithms are run with 1000

assessments and 30 trials to solve maximization optimization problems
(negative rastrigin, negative rosenbrock, and negative sphere) that are
introduced in literature review chapter. These problems are negated to
convert them to maximization optimization problem.

In order to compare performances of algorithms, the mean convergence
graphs of assessments are plotted. On each test problems, convergence
graphs show that new algorithms with levy flight reach better fitness faster
than differential search algorithm.

A. Negative Rastrigin Problem
Table 1 shows that DS reaches higher fitness. Even if all three

algorithms have successful results after 1000 assessments, DS obtains better
fitness.

Table 1 Comparison of Results with Multi Runs on the Negative Rastrigin

Algorithm Maximum Mean height Standard
height deviation of
heights
DS -0.00048 -0.55705 0.49108
DSL_V -0.02061 -0.94563 0.69281
DSL_C -0.01129 -1.0249 0.66427

When convergence graph in figure 5 is examined, it is seen that DSL._ C
and DSL_V algorithms are converged faster than DS in early assessments.
But DS gets better heights after 350 assessments.
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Figure 5 Convergence graph of algorithms on Negative Rastrigin
problem

B. Negative Rosenbrock Problem
In negative rosenbrock problem, DS has better mean height and gets

maximum height among all algorithms. This reported in table 2.

Table 2 Comparison of Results with Multi Runs on the Negative Rosenbrock

Algorithm Maximum Mean height Standard
height deviation  of
heights
DS -1.12E-05 -0.01656 0.016811
DSL_V -0.00022 -0.07517 0.085616
DSL _C -0.00165 -0.06035 0.055599

Again, DSL_C and DSL_V algorithms converge earlier than DS
algorithm, when we check figure 6. On the other hand, all three algorithms
obtain satisfying results after 500 assessments. However, DS obtains better
after 200 assessments.
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Figure 6 Convergence graph of algorithms on Negative Rosenbrock
problem

C. Negative Sphere Problem
In negative sphere problem, all three algorithms reach higher positions

before 300th assessment. This can be clearly seen in figure 3. This earl
success is resulted from shape of sphere function.

Table 3 Comparison of Results with Multi Runs on the Negative Sphere

Algorithm Maximum Mean height Standard
height deviation  of
heights
DS -1.68E-06 -0.00087 0.002153
DSL_V -8.48E-06 -0.00048 0.000502
DSL_C -4.58E-06 -0.00226 0.0074

However, new algorithm, DSL_V obtains better mean height and
standard deviation of heights.
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Figure 7 Convergence graph of algorithms on Negative Sphere problem

D. Conclusions
In this proposed research, one of latest metaheuristic algorithm,

Differential Search is analysed in details. Random walk types, Brownian
motion and Levy Flight are examined. It is applied Levy Flight to
Differential Search instead of Brownian motion. DS and algorithms
integrated with Levy Flight are compared on common objective functions,
negative rastrigin function, negative rosenbrock function and negative sphere
function.

Convergence graphs of algorithms, DS, DSL_V and DSL_C on each
objective function is compared. All examined graphs shows that DS
algorithm obtains better results than proposed algorithms. Therefore, DS
algorithm with Brownian motion gets better fitness than DS with Levy
Flight.
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ABSTRACT
Many words have more than one meaning. These words are known as polysemious.
Word Sense Disambiguation (WSD) is the process of identifying the correct sense of
a polysemious word in a context.

WSD algorithms measure the similarity between two words with different
methods. In this paper, Java WordNet Similarity (JWS) and DISCO are represented
by giving the detailed information of their similarity measurement metrics.

The aim of this article is to evaluate the similarity metrics behind the research of
WSD algorithms. The data used for the evaluation of the algorithm is taken from
Keymantic test set[1]. There are two different datasets named as Unimore and
IMDB. The former is a dataset containing keywords and elements related with
university. The latter is related with the cinema. Each dataset consists of the sample
keyword queries posed by some voluntaries and data elements and attributes
expected. A similarity value is measured using the similarity metrics in the JWS and
DISCO for each pairs of keyword and data element.

Keywords — semantic similarity; word sense disambiguation

1. INTRODUCTION

Human languages are ambiguous because some words have more than one meaning. These
words are called polysemious. Word Sense Disambiguation (WSD) is the task of identifying the
appropriate meaning for such words in a given context.

For example, according to the Merriam-Webster dictionary [2], the word bar has multiple
meanings, some of which are shown in following sentences:

(a) There were bars in the windows to prevent escape.
(b) He bought a hot dog and a coke at the bar.

In the first sentence bar means “a rigid piece of metal or wood; usually used as a fastening or
obstruction or weapon”. The second has the sense of “a counter where you can obtain food or
drink”.

WSD is important for the natural language applications such as machine translation, question
answering, text classification, text summarization, and information retrieval. There are several
approaches for WSD.

In this article, two packages having different similarity metrics are used for measuring semantic
similarity to disambiguate the words. These are WordNet::Similarity (JWS)[3] and DISCO[4]. We
will evaluate these similarity metrics with our dataset. The dataset is taken from Keymantic[1]
work.
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The accuracies of the similarity metrics are compared using the precision value, which is the
proportion of true matches to all matches.

2. SIMILARITY MEASUREMENT ALGORITHMS

Several methods are proposed for measuring semantic similarity between words. These methods
can be grouped as knowledge-based, supervised and unsupervised. In this section, similarity
measurement algorithms in two different packages will be introduced.

2.1 DISCO

Kolb [4] developed the DISCO package which retrieves the distributional similarity between
two words and lists collocations of the words in a context. Distributional similarity represents the
similarity of words that have more collocations in common. Collocations are the words that are used
together in a context. DISCO uses different corpuses as data source. In this work the British
National Corpus (BNC) and English Wikipedia to carry out our evaluation has been used.

The algorithm has a pre-processing step in which the corpus is tokenized and highly frequent
words are eliminated. Context window that defines how many words to check, size is 3. The
algorithm checks three left and three right words for counting word co-occurrences. It shows the
distribution of a word in a way that shows the ordered pairs of word and window position [5].

Disco program calculates two different similarity values using this information. These are: first-
order and second-order similarity.

e First-order similarity is computed based on the collocations of two words.

. Second-order similarity between two words is computed based on their sets of
distributional similar words. If two words have more common collocations, these words are
distributional similar.

2.2 JAVA WORDNET::SIMILARITY

David Hope [3] created a package that is the Java implementation of WordNet::Similarity Perl
package [6]. WordNet::Similarity [6] measures the semantic similarity and relatedness between
word senses using WordNet lexical database and WordNet Info-Content Files that consist of some
information collected from several corpora like BNC, Semcor etc. WordNet is a lexical database
that shows the relations between word senses. The most important relations are hypernym and
hyponym. Hypernym gives a broad group of the word. Hyponym is the more specific word or
phrase.

JWS uses ten different similarity and relatedness measurements. These are: Adapted Lesk,
Adapted Lesk Tanimoto, Adapted Lesk Tanimoto No Hyponyms, Hirst-St.Onge, Jiang-Conrath,
Leacock-Chodorow, Lin, Path, Resnik and Wu-Palmer. In the following, these measurements are
presented.

Adapted Lesk, Michael Lesk [7] proposed a disambiguation method that finds the overlapping
words in the dictionary definitions of the senses of two words. Word senses that have more
overlapping words are marked as more similar. Satanjeev Banerjee [8] improved the Lesk
Algorithm[7] and proposed an Adapted Lesk Algorithm[8].

The Adapted Lesk Algorithm[8] uses WordNet lexical database as a data source. While finding
the similarity between two words, the algorithm searches the overlapping words or phrases in the
word senses and also in the senses of the hypernym, holonym and hyponym relations of the words
which are nouns and verbs. Only the attribute relation is used for the adjectives. Attribute
relationship is declared as “The attribute relationship links together noun and adjective synsets if
the adjective synset is a value of the noun synset. ’[8]. For example, “speed” (noun) is the attribute
of the “fast’(adjective) and also “fast’(adjective) is the attribute of the “speed” (noun), because of
the symmetric relation.

The algorithm searches for the overlapping words or phrases in the glosses mentioned above.
After counting the overlapped words or phrases, the relatedness is calculated by summing the
square of each overlapping count.

Overlapping word count is used to calculate the similarity.
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Adapted Lesk algorithm is too slow, because it looks to all words or phrases in the defined
relations. The average computing time is shown in Table 1.

Adapted Lesk Tanimoto, David Hope[3] implemented a different similarity measure to the
Adapted Lesk Algorithm[8]. The steps for calculating similarity between two words are:

° Creating the glosses of the words. Each gloss consists of hypernym, hyponym and
holonym of the word. The algorithm also takes all the hyponym relations of the hypernyms of the
word. In this gloss, words and the occurrence count of the words are stored.

e  Generating a base gloss by combining the word glosses.

e  Creating vectors for each gloss by comparing the word gloss and base gloss. If a word in
the word gloss exists in the base gloss, then the occurrence count of the word is written to the
vector. If not exits, then 0.0 is written to the vector.

e  Applying the Tanimoto Similarity Distance[9] to the vectors. Tanimoto Similarity Metric
is shown in Equation(1). vl and v2 represents the vectors created by counting the occurrences of
each word in the gloss.

Yvy *v2 1)
V12 + 1,2 = Y vy * v,

T(wiLwy) =

Adapted Lesk Tanimoto No Hyponyms, this algorithm applies the same method with Adapted
Lesk Tanimoto Algorithm explained above. The only difference between these algorithms is that
this algorithm does not take the hyponym relations of the hypernyms of the words.

Hirst-St.Onge, Hirst and St-Onge[10] introduced a similarity measurement algorithm that is
implemented using the lexical chains proposed by Morris and Hirst[11]. David St-Onge [25]
defined lexical chains as, “A4 lexical chain is a succession of semantically related words in a text,
that creates a context and contributes to the continuity of meaning. "[12]

The algorithm calculates the relatedness of the words by looking the relations of the words in
WordNet. A lexical chain is created by taking the gloss of the words and their relations in WordNet.

They have defined three different relations between words:
e  Extra-strong relation points the words that are the same words,

° Strong relation shows the relation between compound names, words having the same
synset and the words having the horizontal relation,

e  Medium-strong relation represents a special path between words.

The weight of the words having extra-strong and strong relations is calculated with Equation (2)
this formula C is a constant variable having the value 8.0.

weight =2 xC 2)

Medium-strong relations the weight is calculated with this formula, C and k are the constant
variables.(C=8.0 and k=1.0)

weight = C — pathlength — k * changes in directions 3)

Resnik, Philip Resnik[13] proposed a method to find the semantic similarity using information
content in a relational database. Similarity between two words is measured with this formula:

Sim(wl,w2) = cech%?c}icz) [—logP(c)] “)

LCS is the Least Common Subsumer that subsumes both wordl and word2. P represents the
probability of concepts. Probability is calculated with:

P(WOTd)= frequency of the word (5)

count of the noun or verb root counts

Information Content (IC) value is equal to the probability of the word. It is calculated using
Equation (4-5). Noun and verb root counts are the constant values that give the total noun and verb
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roots in WordNet. The noun root count value is 128767 and the root count value for verbs is 95935
for WordNet 3.0.

Jiang-Conrath, J. Jiang and D.Conrath [14] proposed a similarity measurement method which
is a combination of node-based approach[15] and edge-based approach[16] to get better results.

The approach uses both WordNet and WordNet Info-Content Files. WordNet Info-Content Files
gives the information content derived from various corpus files like British National Corpus (BNC),
Semcor and etc. This algorithm uses Semcor files and works only for nouns and verbs. Firstly, the
Information Content(IC) value of the word is calculated to find the probability of the word in the
WordNet Info-Content Files. The probability function is the fraction of word frequency to total
verb/noun words count as shown in Equation (6).

P(WOT'd) _ frequency of the word (6)
count of the POS root counts

IC is calculated with the equation shown in Equation (7).
IC = —log P(word) @)

While comparing two words, IC value is calculated for both words. Then the LCS is calculated
by looking to all hypernyms of two words. IC values of the hypernyms are calculated and the one
having the highest value is signed as LCS. The similarity function is :

1 ®
IC(wy) +IC(w,) — 2+ IC(LCS(cy,¢5))
If two words are the same, the result would be infinity with Equation (8). Then the similarity is

calculated with a different equation that is shown in Equation (9). “rootsum” represents the sum of
the total count of the roots for nouns or verbs.

1.0 &)
—log((rootsum — 0.01)/ rootsum))

Sim(wy, wy) =

Sim(Wl, Wz) =

Leacock-Chodorow, Leacock and Chodorow [17] proposed a similarity measure that is shown
in Equation (10).
lenght(wl,w2) (10)
2%D
In the formula, length represents the shortest path between two words. For instance, length of

the two siblings having the same root is 3. D represents the maximum depth in the taxonomy.
Maximum depth for WordNet 3.0 is 19 for nouns and 12 for verbs.

Sim(w1l,w2) = —log

Lin, Dekang Lin [18] defined a similarity measure. Lin approach has three definition for word
similarity:

e Astwo words have more common they are more similar,
e  Difference between two words indicates the dissimilarity between these words,
e  Maximum similarity value is obtained if two words are the same,

The similarity is computed with this formula:

2xlog P(LCS(wi,wy)) an
log P(w;) +log P(w,)

Sim(wy,w,) =
Path, This measure calculates the similarity by getting the inverse of the length between two
words. Length is the shortest path between two synsets.
Wu-Palmer, Wu and Palmer[19] defined a similarity measure defined as:

2xN,; (12)

Sim(wy, w,) =

In this definition, N3 is the path from LCS to the root. N; and N,represent the path to the root
for the word, and word, respectively. This measurement counts the nodes not edges between
elements. The depth of a word is calculated by counting nodes from word to the root.
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3. EVALUATION

This chapter introduces experimental data used for evaluation of word sense similarity
algorithms and evaluation results. We have two different data sets for word sense disambiguation.
The results will be given for both of them.

For each algorithm, computing time is calculated by taking the average of the hundred times
execution of the similarity value between two words. These time values are shown in Table 1.

Table 1. Computing time of the similarity algorithms

Algorithm For two words(mSec)
Adapted Lesk 72752,95
Adapted Lesk Tanimoto 5400,48
Adapted Lesk Tanimoto No Hyponyms 1865,92
Hirst-StOnge 3301,32
Jiang-Conrath 0,81
Leacock-Chodorow 1,7

Lin 3,09
Path 2,17
Resnik 0,82
Wu-Palmer 4,29
Disco 6,19

As shown in Table 1, some of “the algorithms™ have long computing time and not included in
the evaluation process. These algorithms are Adapted Lesk, Adapted Lesk Tanimoto, Adapted Lesk
Tanimoto No Hyponyms, and Hirst-StOnge algorithms.

3.1 Experimental Data

For evaluation two different datasetshas been used. These datasets are taken from Keymantic[1]
work and namedUnimore and IMDB. Unimore is a schema related with a university. IMDB is
related with cinema. These datasets consists of keywords and xml schemas. For calculating
similarity between words, we have collected words from keywords and xml schema elements.
Keywords represent the possible words or phrases that people query in an information retrieval
system. We extracted words from these keywords and compared them with schema elements and
attributes. Aim of this comparison is finding the similarity between keywords and schema elements
for disambiguating the words.

While constructing word collection, we make the plural words singular, because the algorithms
working with WordNet can not find the plural words in the thesaurus. In addition, abbreviations
like “prof.” and “prof” are deleted from the collection. We obtained 44 keywords and 38 attributes
from Unimore database, 20 keywords and 54 attributes from IMDB database.

3.2 Intervals

For the similarity methods evaluation, we calculate the similarity value of the keywords and
the data elements taken from the Unimore and IMDB datasets. These values are written in a matrix
in which each cell points the similarity value of the corresponding keyword and attribute.

Three intervals are defined for evaluation. The reason of the assigning the intervals is to use
only the values that shows the maximum similarity. Firstly, maximum similarity value is
calculated for each metric. By multiplying this maximum value with 0.9, 0.8 and 0.7, three
intervals are obtained.

All of the similarity metrics in JWS give the same value for the identical word. Only Resnik
[13] method gives different values for identical words. Because this method uses LCS value to
calculate the similarity. Therefore, similarity value for the same words is different from the other
words.
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3.3 Similarity Metrics

For evaluating similarity values, two similarity metric is defined. Similarity 1 shows the
similarity between the same words or synonyms. It shows an IS-A relation, like the relation between
“movie” and “film”. Similarity 2 shows hyponym or hypernym relations between the words. For
evaluating the algorithms, we defined these metrics and created a template that shows the word
pairs that are expected to be similar.

3.3 Experimental Results

A template for evaluation is created based on human similarity judgements. The template is a
matrix that shows similar words by giving “1” value for corresponding keyword and data element.
Otherwise the value is empty. The results calculated by matching the template and the similarity
matrix for each interval. The values in the intervals are counted as true results. For calculating the
precision of the algorithms, these values are compared with the expected results. Precision values
are separately calculated for Similarityl and Similarity2 in two different datasets Unimore and
Imdb. Precision value is the ratio of the number of true matches in that interval to the number of the
total values in that interval. In Table 2,Table 3, Table 4 and

Table 5, the precision value for each algorithm with Siml and Sim2 is given with different
datasets.

Table 2. Precision value of Sim1 for Unimore dataset

Similarity Metric Interval
Sim1 — Unimore 1 2 3
Jiang-Conrath 89,47 0 0
Leacock&Chodorow 100 21,42 2,77
Wu&Palmer 56,09 1,36 1,67
Path 100 0 0
Lin 85,71 0 10
Resnik 60 37,5 57,14
DISCO 100 0 0

Table 3. Precision value of Sim2 for Unimore dataset

Similarity Metric Interval
Sim2 - Unimore 1 2 3
Jiang-Conrath 100 0 0
Leacock&Chodorow 90 0 0
Wu&Palmer 40 0 0
Path 100 0 0
Lin 9,52 20 20
Resnik 0 12,5 0
DISCO 0 0 0
Table 4. Precision value of Sim1 for IMDB dataset
Similarity Metric Interval
Sim1 - IMDB 1 2 3
Jiang-Conrath 0 0 0
Leacock&Chodorow 0 0 0
Wu&Palmer 4 25,5 1,8
Path 100 0 0
Lin 66,6 0 10
Resnik 333 66,66 20
DISCO 100 0 0
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Table 5. Precision value of Sim2 for IMDB dataset

Similarity Metric Interval
Sim 2 - IMDB 1 2 3
Jiang-Conrath 89,47 0 0
Leacock&Chodorow 100 21,42 2,77
Wu&Palmer 56,09 1,36 1,67
Path 100 0 0
Lin 0 0 0
Resnik 0 0 10
DISCO 0 0 0

All the results are listed in the tables for each algorithm with different intervals. Figure 1
illustrates the Siml results of all algorithms with Unimore dataset in the first interval. Leacoc-
Chodorow (L&C), Path and DISCO have the maximum precision with 100% value. Jiang-Conrath
(J&C) and Lin methods have precision value more than 85%. Resnik and Wu-Palmer (Wup) have
lower performance than the others with a precision value between 56% and 60%.
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Figure 1. Results for Sim1 with all algorithms using Unimore dataset

For the second and third interval, most of the algorithms give values around zero. In these
intervals, L&C and Resnik algorithms that use IC give higher results. With this result, we may have
higher results with the lower similarity values by using probability of the word senses (IC).

The results for Sim2 with Unimore dataset is shown in Figure 2. The results have lower
precision value than Sim2. L&C metric has the maximum precision value for Sim2 in the second
and third interval. Lin method has 20% precision in the second and third interval. The algorithms
find similarity for Sim2 with lower values.

118



30

25 /A\

0y
20 Jgﬂ v k
L5 g]ﬁ \ . / \\ =l -Second
\ // \ \ =—@—First
10 % 3 ) \ =<= Third

J&C L&C Wup Path Lin Resnik  Disco

Figure 2 Results for Sim2 with all algorithms using Unimore dataset

Siml results with Imdb dataset are shown in Figure 3. The methods having the maximum
precision value (100%) are the J&C and Path. L&C also has a high precision value with 90%. Sim1
results with this dataset is different from the Unimore dataset. Wup, Lin and Resnik metrics give
lower precision values then the values with Unimore dataset.
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Figure 3 Results for Sim1 with all algorithms using Imdb dataset

Figure 4 illustrates the results for Sim2 with Imdb database. As seen in the chart most of the
algorithms have no similar values in all intervals. Only Wup gives results in all intervals. Resnik
gives 10% precision value in third interval.
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Figure 4 Results for Sim2 with all algorithms using Imdb dataset

4. CONCLUSIONS

We can see that the algorithms using the path between the word senses are more successful than
the others —considering the algorithms in JWS. Wup uses LCS beside the path between the word
senses and has lower performance than the others considering only the path. If we look the
algorithms using the IC for measuring similarity, we can easily see that they have minimum 60%
precision value with Resnik method. Algorithms that use not only IC but also LCS have higher
precision values ( J&C with 89% and Lin with 85%).

As a conclusion, J&C, L&C, Path and DISCO similarity measures have higher precision values
(minimum 89%) for Sim1 with both datasets. For Sim2, J&C, L&C and Path give higher precision
with Unimore dataset.
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ABSTRACT

As the world population increases, the energy consumption also increases.The sources
of providing energy needs are decreasing step by step.Besides the necessity of finding
alternative energy sources, it is also important to make savings and use more efficient
systems.So, the lighting element used should be selected more efficiently.At the present,
power LEDs sizesare smaller, more durable, and more long life than traditional light
sources.Besides, power LEDs also have more electrical, thermal, and optical
efficiencies than other lighting systems. All these circumstances are strongly preferable
for designers and investors.Power LEDs have high current values. For this reason,
special drivers are needed. Power LED drivers are classified as voltage limiting and
current limiting drivers.In this study,current limiting LED drivers were investigated at
low power conditions. In this case, driver circuit designs have been carried out in terms
of the LED luminous efficiency optimization. Driver circuits were designed at the
power of 1W, 3W, and 5W.Then, the data of energy efficiencies of these circuits were
tabulated as a comparison.

Keywords:lighting systems, power LEDs, current limiting LEDs drivers,energy
efficiency, optical efficiency.

1. GIRIS

Tiirkiye’de birincil enerji tiketimindeki artis orani yillik % 4,3 olarak agiklanmis olunup, enerji
ihtiyacinin yiizde 75’°lik boliimii dis kaynaklardan karsilanmaktadir. Yiizde 90’dan daha fazla gibi bir
degerde ithal edilen dogal gazin yaklasik yarisi elektrik enerjisine ¢evrilerek kullanilmaktadir.
Gelismis ve gelismekte olan tilkelerde genel enerji tiketimindeki artis, elektrik enerjisi tiiketimini de
arttirmaktadir. Bu dogrultuda artan tiiketim talebinin karsilanmasi i¢in tilkemizdeki mevcut kurulu
glictin 6niimiizdeki 5 ile 10 yi1l arasinda en az iki katina ¢ikmasi gerektigi 6ngoriilmektedir.

Aydinlatma sistemlerinde harcanan enerji, tilkemizde tiiketilen elektrik enerjisinin yaklasik %
20’sine karsilik gelmektedir.Bu oran kullanim alanlarina gére konutlarda % 20, sanayide % 10, ofis
gibi ticari yapilarda ise en az % 30 olarak degismektedir.

Aydinlatmada gerceklestirilebilecek enerji tasarrufunun onemi, oOzellikle elektrik enerjisi
iretiminde yasanan sorunlar goz oOniine alindiginda kendiliginden ortaya ¢ikmaktadir. Tiim enerji
verimlilik c¢aligmalarinda oldugu gibi aydinlatmada da tasarrufun, caligma emniyeti ve konfor
kosullarindan 6diin verilmeden yapilmasi gerekmektedir. Aydinlatma sistemleri her seyden once
ortamda yapilacak ise uygun gorme kosullarmin konforlu bir sekilde saglanabilmesi amaci ile tesis
edilmelidir.Daha Onceleri aydinlatma tesisatlarinda dogru eleman se¢imi ve dogru tasarimlarin
yapilmamasimin yani sira gelisen teknoloji ile son yillarda yiiksek verimliliklere sahip LED’lerin
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(LightEmittingDiode -Isik Yayan Diyot) ortaya ¢ikmasi, su anda hem enerji tasarruf potansiyel orani
yiiksek, hem de geri 6deme siireleri kisa olan enerji verimlilik calismalari olarak oncelikli bir sekilde
karsimiza ¢ikmaktadir[1].

Standart 5 mm LED’ler 20mA gibi ¢ok kigik akimlarla calisirlar[2]. Fakat LED’lerin,
konvansiyonel aydinlatma elemanlarindan olanakkor lambalar, floresan lambalar, halojen lambalar
gibi 151k kaynaklarina iyi birer alternatif olmalart i¢in daha yiiksek 151k veren cesitleri tiretilmistir. Bu
LED’ler,gic LED’i(power LED) olarak adlandirilip, 350mA, 700mA, 1050mA ve hatta daha yliksek
akim ¢ekmektedirler[3]. Bu sebepten dolay1 sabit akim ¢eken 6zel siiriiciilere ihtiyag duyulmaktadir.

Bu c¢alismada, diisiik giiclerde akim smirlamali LED siiriiciileri {izerinde inceleme yapilmistir.
LED 1sik verimliliginin optimizasyonu yoniinden disiik giicteki siirticti devrelerinin tasarimlari
gerceklestirilmistir. Miiteakiben bu devrelerin verimlilikleri belirlenerek karsilagtirma tablolari
olusturulmustur.

2. LED’in (LIGHT EMITTING DIODE - ISIK YAYAN DiYOT) YAPISI

Elektrik enerjisini 151k enerjisine doniistiirmek i¢in tasarlanmis yari iletken elemanlar LED (1s1k yayan
diyotlar) diye adlandirihirlar. LED'in yapist ve elektriksel davraniglart bir dogrultucu diyota
benzemektedir. LED’ler dogrultucu diyotlar gibi yar1 iletken p-tipi ve n-tipi malzemenin birlesimiile
yapilmistir. Bu malzeme anot ve katot olarak adlandirilan iki terminalle baglanir. LED’in anodu
katoduna gore pozitif oldugunda iizerinde elektrik akimi gegecektir. Bu durumda LED elektrik
enerjisini 151k enerjisine doniistiirerek 151k yaymaya baslayacaktir. Fakat tersi durumda LED

calismamaktadir [4]. Sekil 1’de LED’in ¢aligma prensibi gosterilmistir.

Sekill. LED in Calisma Prensibi[5]

Gti¢ LED’leri yiiksek liimen degerine sahip olmasi nedeniyle aydinlatma sektoriinde yaygin olarak
kullanilmaktadir.Gi¢  LED’lerinin akim seviyeleri standart 5 mm ¢apli LED'lerden ¢ok daha
yiiksektir. Sekil 2°de standart 5 mm LED ve gii¢ LED’inin parcalar gosterilmistir.

Sekil 2.a) Standart 5 mm LED b)Gii¢ LED basitlestirilmis bir gosterimini yansitir[6]
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1: aktif ¢ip, 2: genellikle kiiciik reflektor, katot kursun yerlestirilir, 3:altin tel, 4: anot uglari,5: katot
uclar 6: aktif ¢ipin korunmasi ve yayilan 15181 toplamak i¢in saydam bir malzemeden yapilmis lens

seklinde bir kapsiil [6].

LED’lerin diger aydinlatma elemanlarma gore daha c¢ok tercih edilmelerinin sebepleri, LED
aydinlatma sistemlerinin daha yiiksek enerji verimliligi saglamasi,LED’in uzun Omiirli
olmastyaklasik olarak 50 000 ile 100000 saat arasinda ve bu nedenle daha az bakim gerektirmesi,
ekipmanlarin boyutunun kii¢iik olmasi bu nedenle az yer kaplamalari, 151k ve renk cesitliligi
saglamalari, darbelere ve titresimlere daha dayanikli olmalar1 ve daha diisiik gii¢ tiiketimleri gibi buna
benzer bir¢ok avantajlara sahiptir [7].Bu avantajlardan dolayt LED 1s1k kaynaklarinin 6niimiizdeki 10
yilda konvansiyonel aydinlatma elemanlart ile yer degistirmesi 6n goriilmektedir. Sekil 3’te ¢esitli 151k

kaynaklarimin aydinlanma verimlilikleri gosterilmistir.

2

]

-

Luminous Efficacy (Lumens per Watt)

Sekil 3.1sik kaynaklarinin aydinlanma verimliligi[8].

Sekil 3’te de gortildigt gibi akkor lambanin 1g1k verimliligi 15-20 Im/ W [9], floresan lambanin
50-100 Im/W, kompakt floresan lambanin 50-70 Im/W iken LED’lerin 1s1k verimliligi 80-160 oldugu
hatta 2020 yilinda bu verimliligin daha da artacagi goriilmektedir[8]. Tablo 1 de bazi 1sik

kaynaklarmin verimliligi ve dmiirleri gosterilmektedir.

Tablo 1. Bazi 151k kaynaklarimin aydinlanma verimliligi ve omiirleri[§].

Isik Kaynag Aydinlanma Verimi (Im/W) Lamba Omrii (saat)
Akkor 15-20 1000
Tungsten Halojen 12-35 2000-4000
Civa Buharlt 40-60 12000
Kompakt Floresan Lamba 40-70 6000-12000
Floresan Lamba 50-100 10000-16000
Indiksiyon lambas1 60-80 60000-100000
Metal Halojen 50-100 6000-12000
Yiiksek Basinglt Sodyum 80-100 12000-16000
LED 80-160 50000-100000
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3. AKIM SINIRLAMALI LED SURUCULERI

3.1 Bir Direngle yapilan Basit Siiriicii Devresi

LED’ler 151k yaymak i¢in sabit akima ihtiya¢ duyarlar. Sekil 4’te sadece bir diren¢ kullanilarak

yapilan basit siirticii devresi gosterilmistir.

Sekil 4.Basit siiriicii devresi

Sekil 4’deki devrede 24V’luk sabit bir gerilim kaynagi, 3 tane 1 W’lik giic LED’leri veakimi
sinirlamak i¢in de bir direng bulunuyor.Devreye ilk enerji verildiginde LED’ten 0,35A akim gecer.
Zaman gectikce LED’ler 1sinmayabaglar ve LED’lerin ileri yon gerilimi diiser.Bu durumda Ohm -
Yasas1 geregince devreden gecen akim artar ve sicaklikbelirli bir dereceyeulastiginda LED’e
uygulanan akim 0,39 A diizeyine ¢ikar.Akimin artist LED’in daha ¢ok 1sinmasina nedenolur ve 6nlem

almmazsa, LED bir siire sonra bozulabilir.

Basit bir siiriicii devrede siiriicii akima,

V. -V, *n
[ — kaynak f (1)
R

bagmtis1 ile hesaplanir. Burada I, LED’e uygulanan akimi, Vigm., devreye uygulanan gerilim

degerini, V¢, LED’in ileri yon gerilimini, n ise LED sayisin1 gostermektedir.
3.2 LM117 Regiilatér Devresi ile yapilan LED Siiriiciisii

Diger bir LED stirme devresi de LM117entegre devresi ile yapilan siirticti devredir.Girig gerilimi 1.2V
ile 30 V arasinda vecikis akimi 1.5 A’ e kadar kullanilabilinir [10].LM117 yiiksek giicteki LED
stirtictileri i¢in kullanilmaya uygun degildir. Sekil 5’teki gibi adjust ucuna baglanan direngler
sayesinde ¢ikis gerilimini sabit tutar.Bu siiriiciide kullanilan LM117°te devre iletimdeyken yaklasik

olarak 4.5 W kayip olmaktadir. Bu da, anilan siiriicti devresinin verimini diigiirmektedir.
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<-VREF

Sekil 5. LM117 ile yapilan stiriicii devresi.

Sekil 5’deki devrede ¢ikis akimi I, ve Referans gerilimi Vygr,

v

I, = (2.2)
t Rl %

Veer =125V R*=0.8<R1<120 (2.b)

bagintilart ile verilir.
3.3 DC-DC Diisiiriicii (Buck) Konvertor

Disiik giigteki akim smirlamali LED siirticiilerinin genellikle diistiriicti (buck) tipleri kullanilmaktadir.
Bunun sebebi giris gerilimleri ¢ikis gerilimlerinden yiiksek olmasidir. Sekil 6’dadusiiriicii
konvertorlerin devre semast verilmistir.Sekil 6’daki devre tizerinde Vin girig gerilimini, S kontrol
anahtarini, D diyodu, L filtreleme indiiktorini, C filtre kapasitoriinii ve R de yiikii temsil etmektedir

[11]. Bu parametrelerle ilgili bagmtilar asagida verilmistir.

di, 1
A v
av, 1, V,

= — —— 4
d C (7, R ) )

Sekil 6.DC-DC diisiiriicii konvertor[11]
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3.3.1 LM3406 ile Yapilan Akim Sinirlamali Gii¢ LED Siiriiciileri

LM3406 gerilim disgtiriicti bir regiilatérdiir. Bu, diisiik voltaj referansi, genis giris voltaj araligi ve
hizli bir ¢ikis fonksiyonuna sahiptir [12]. LED'ler i¢in sabit bir akim saglamasinin yani sira 1.5A’e

kadar ytiksek akim gerektiren yerlerde de kullanilmaktadir.

Sekil 7. 1 W’hik Gii¢ LED siiriictisii

LM3406 ile yapilan siiriicti devresinde giris gerilimi 12 V ile 24 V arasinda degisirken ¢ikis akimi
1 Watt LED siiriici igin 350 mA (0.35 A). Sekil 7’deki devre 1 W<lik LED siiriicii devresi
gosterilmigtir. Asagida devrenin verimlilik, ¢ikis giicti (Pout), toplam kaybi ve LED’in ¢ikis

akimlarinin degisimleri verilmistir.

Sekil 8. 1 W’hik Gii¢ LED siiriiciisiiniin verimliligi Sekil 9.1 Wik Gii¢ LED siiriiciisiiniin ¢ikig giicii

Sekil 10. 1 W’hik Gii¢ LED siiriiciisiinde toplam kayip Sekil 11. 1 W’hk Gii¢ LED stiriiciistiniin ¢ikis akimi
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Sekil 12.3 W’lik Gii¢ LED siiriiciisii

LM3406 ile yapilan siiriicii devresinde minimum giris gerilimi 10 V ile maksimum giris gerilimi
24 V dur. Bu degerler arasinda ¢ikis akimi 3Watt LED stirticii i¢cin 700 mA (0.7 A)dir.Asagida

devrenin verimlilik, ¢ikis giicii (Pout), toplam kayb1 ve LED’in ¢ikis akimlarmin grafikleri verilmistir.

Sekill3. 3 WLk Gii¢ LED siiriiciisiiniin verimliligi Sekil 14.3 W’lik Gii¢ LED siiriiciisiiniin ¢ikis giicii

Sekil 15. 3 W’hik Gii¢ LED siiriiciisiinde toplam kayip Sekil 16. 3 W’hk Gii¢c LED siiriiciistiniin ¢ikis akimi
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Sekil 17. 5 W’lik Gii¢ LED siiriiciisii

LM3406 ile yapilan siirticti devresinde minimum giris gerilimi 12 V ile maksimum giris gerilimi
24 V dur. Bu degerler arasinda ¢ikis akimi 5Watt LED striicii icin 700 mA (0.7 A)dir.Asagida

devrenin verimlilik, ¢ikis giicii (Pout), toplam kaybi ve LED’in ¢ikis akimlariin grafikleri verilmistir.

Sekill8. 5 W’hik Giig LED siiriiciisiiniin verimliligi Sekil 19.5 W’lik Gii¢ LED siiriiciisiiniin ¢ikis giicii

Sekil 20. 5W' ik Giig LED siiriiciisiinde toplam kayp Sekil 21. 5 W’hk Gii¢ LED stiriiciistiniin ¢ikis akimi
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Tablo2.Bir direngle yapilan basit siiriicii devresinin sonuglari

LED LED Siiriictiniin LED Siiriiciiniin
LED Siiriiciiniin LED Siiriiciiniin
Siiriiciiniin Giris Gerilimi ( V o Cikis Akimi(
Verimliligi ( % ) Cikis Giicli (Watt)
Giici ) mA )
12 27 340 1.14
1 Watt
24 13 342 1.12
12 82 350 33
3 Watt
24 41 350 34
12 - - -
5 Watt
24 68 340 5.6

Cikis giicleri 1 W, 3 W ve 5W olan bu siirticti devreleriProteus 8 programi kullanilarak tasarimlari
gerceklestirilmistir. Tasarim1  yapilan bu devrelerin analizleri yapilmis ve sonuglar Tablo2’de

verilmistir. Tablo 2’deki sonuglar incelendiginde giris geriliminindiisiik oldugunda verimin daha

yliksek oldugu goriilmektedir.

Tablo3. LM117 regiilator devresi ile yapilan LED siiriiciisii devresinin sonuglar

LED
LED Siiriiciiniin LED Siiriiciiniin LED Siriciiniin LED Siriciiniin Stiriictiniin
Gicti Giris Gerilimi (V) | Verimliligi ( % ) Cikig Akimi( mA ) Cikis Guicti
(Watt)
12 27 350 1.15
1 Watt
24 14 350 1.15
12 82 344 32
3 Watt
24 41 345 33
12 - - -
5 Watt
24 68 355 5.4

LM117 regilator devresi ile yapilan LED siirtictisti devresi farkli gii¢lerde ayni sekilde Proteus
8’de tasarlanmistir. Tasarimi yapilan bu devrelerin analizleri yapilmis ve sonuglar Tablo3’de
verilmistir. Verilerin incelenmesinden diisiik gerilim degerlerinde verimliligin daha yiiksek oldugu

gortilmektedir. Kullanilan LM117 entegresiyaklasik olarak 4 W- 5 W arasi enerji harcadigi

belirlenmistir. Bunun ise verimi diisiiren bir etken oldugu gérilmektedir.
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Tablo4. LM3406 ile yapilan siiriicii devresinin sonuglari

LED Vf
LED Giris Cikis Cikis Toplam Isik
Verimliligi (ileri yon
Stirtictintin | Gerilimi ( Akimi Giicii Kayip o Akisi
(%) gerilimi( V
Giicti V) (mA) (Watt) (Watt) ) (lm)
12 78.8 360 1.12 0.31 32
1 Watt 90-110
24 73 370 1.12 0.42 32
12 83 680 3.08 0.63 4.2
3 Watt 160-190
24 79.7 695 3.08 0.78 4.2
12 89.1 750 5.18 0.62 7.2
5 Watt 400
24 86 770 5.18 0.85 7.2

Dusiiriiciikonverterle yapilan stirlicti devresinin tasarimlart WEBENCH Designer’da yapilmustir.
Yapilan analizler sonucunda elde edilen veriler kullanilarak Tablo 4 hazirlanmustir.

Sekil 22. 3 W’lik LED siiriiciileri  Sekil 23. 5 Wik LED siiriiciileri

Sekil 22 ve sekil 23’te bazi devre topolojileri gosterilmistir. Bu devre topolojilerinin amaci daha
kiigtik giicte stiriicti devreleri kullanarak daha yiiksek giicte ¢ikis veren devreler tasarlamaktir. Yani
toplam ¢ikis giicli 15 W ve yaklasik olarak 1200 Im degerinde 11k akist gerektiren sistem i¢in boyle
bir siirticii devre topolojisine ihtiyacimiz oldugunda, bunu yukarda gosterildigi gibi 5 tane 3 W’lik
veya 3 tane SW’lik siiriicii devrelerini sekildeki gibi baglayarak elde edebiliriz.

Bu devre topolojileri enerji kayb1 bakimindan incelendiginde Sekil 22°deki devre topolojisi igin, 3
W’lik LED siiriicti devresinin verilerine bakildiginda(Tablo 4), 24 Volt giris geriliminde toplam gii¢
kayb1 0.78 W olmaktadir. Bu topolojide biz 5 tane bu siirtictiden kullandigimiz i¢in kayip 0.78x5=3.,9
W’ tir. Sekil 23’deki devre topolojisi i¢in, 5 W’lik LED siiriicii devresi kullanilan devre
topolojisindeki kayip 3x0.85= 2,55 W oldugu gortlmektedir.

Devre topolojileri 151k verimliligi acisindan incelendiginde ise, Tablo 4’e g6z attigimizda 3
W’lik LED’in yaydig1 151k akist miktart 160 Im -190 Im arasinda degisirken, 5¥190Ilm = 950 Im 151k
vermektedir buda istedigimiz degerin ¢ok altindadir. Biz bu sistemi 5 W’lik siirtciilerle
uyguladigimizda, 5 W’IkLED’in yaydig1 1s1ik akis1 miktar1 400 Imdir. Devrede toplam 3 tane LED
kullanacagimizdan 3*400 = 1200 Im yapacaktir. Bu degerde kullanmak istedigimiz ortamin
gerektirdigi 1s1k akist miktari igin yeterli olacaktir.
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4. SONUC

LED’lerin diger aydinlatma elemanlarina goére avantajlart vardir. Bunlar, LED’lerin uzun omiirlii
olmasi, bakim stirelerinin kisa ve az maliyetli olmasi, boyutlarinin kii¢iik olmasi ve en onemlisi
yiiksek enerji verimliligi saglamasidir. Bu sebeplerden dolayr LED’ler son 10 yilda ve éntimiizdeki
yillarda diger aydinlatma elemanlar1 ile yer degistirmeye baslamis ve ¢ok hizli bir sekilde de
degistirmeye devam edecektir.

Gii¢ LED’leri standart LED’lere gére ¢ok fazla akim ¢ekmektedir. LED’lerin verimli bir 1s1k
kaynagi olarak kullanilabilmesi i¢in belirli bir sabit akimda ¢alismasi gerekmektedir. LED’lere sabit
akim saglaya bilmek i¢in sabit akim sinirlayici devrelere ihtiya¢ vardir. Bu ¢alismamizda farkli devre
topolojileriyle kullanilacak LED’in ihtiyact olan akimi saglayan bazi devreler bilgisayar ortaminda
tasarlanmis, analizleri yapilmis ve sonuglar elde edilmistir.

Tablo 2, 3 ve 4 incelendiginde uzun siireli kullanimlarda tek direngle yapilan ve LM117 regiilatorii
ile yapilan devre topolojilerinin ¢ok verimli olmadig1 yaptigimiz simiilasyonlarda ve hesaplamalarda
gortlmistir. LM3406 Entegresi ile yaptigimiz DC-DC dustrticti (buck) konverter tabanli LED
stirticiilerinin ise daha verimli oldugu gozlenmistir. Yaptigimiz ¢alismada elde ettigimiz sonuglara
gore(Tablo 4) aynmi girig gerilimine sahip farkli giiclerde yapilan LED siirtictilerin verimliligi, stirticii
devre giicii ile dogru orantilidir. Devre giicii arttikga verimlilikte artmaktadir. 1 W, 3 W ve 5 W’lik
stirticti devrelerinin verimlilikleri kiyaslandiginda en verimli siirtici devrenin 5 W ile yapilan devre
topolojisi oldugu goriilmektedir. Ayrica daha kiiciik devreleri kullanarak elde ettigimiz daha yiiksek
glicteki devre topolojilerinde ise Sekil 23’teki devre topolojisinin, hem kayiplarinin az olmasi
yoniinden ve hem de 151k akis1 yoniinden incelediginde daha verimli oldugu belirlenmistir.

5. KAYNAKLAR

[1]Sermin Onaygil, Aydinlatmada Enerji Verimliligi: LED Teknolojisi, Elektrik Mithendisligi Dergisi Sayi-

446 sayfa: 29, Ocak 2013
[2]JRon LENK, Carol LENK, PracticalLighting Design withLEDs, syf:2, 2011

[3]Wing Yan Leung, TszYin Man, MansunChan, A High-Power-LED Driver withPower-

EfficientLEDCurrentSensingCircuit, 978-1-4244-2362-0/08, 2008 IEEE.

[4]The LED_Historyabctronics,[Online]http://www.abctronics.com/media/abcT The LED History.pdf

[5SJW.D. vanDriel X.J. Fan, Solid StateLightingReliability Components toSystems, 2013, syf: 14

[6]HumbatNasibovn, ErtanBalaban, AlisherKholmatov, AdalatNasibov,High-brightness, high-power LED-

based strobe illumination for double-frame micro particle image velocimetry,Flow Measurement and
Instrumentation 37; (2014) 12-28
[7]Patrick Mottier, LEDs for Lighting Applications, 2009, syf: 4

[8JAnibal De Almeida, BrunoSantos, BertoldiPaolo, MichelQuicheron , Solid statelightingreview —

Potentialandchallenges in Europe, 2014

[9]Coaton, J. R (2001). Thegenesis of incandescentlampmanufacture. EngineeringScienceAndEducation.

11, 17-24

[I0ILM117/LM317A/LM317-N Three-Terminal AdjustableRegulatordatasheet. [Online]

http://www.ti.com/lit/ds/symlink/lm117.pdf

[11]Hasan Komurcugil, Non-singular terminal sliding-modecontrol of DC-DC buckconverters, 2012

Elsevier

[12] LM3406/06HV1.5A ConstantCurrentBuckRegulatorforDriving

HighPowerLEDs[Online]http://www.ti.com/lit/ds/symlink/Im3406hv-q1.pdf

132



Determination Power Correction Parameters of Buck and Buck
Boost LED drivers for LED lighting

O. F. Farsakoglu', i. Celik?, i. Atik*, H. Y. Hasirer*

!-234 Electrical and Electronics Engineering Department, Kilis 7 Aralik University, Faculty of
Engineering and Architecture, 79000, Kilis, TURKEY

! farsakoglu@kilis.edu.tr, *ibrahimcelik@kilis.edu.tr, *ipekinal@kilis.edu.tr,
*husufhasirci@kilis.edu.tr

ABSTRACT

Today, power LEDs have properties of durability, long-life, and high efficiency. Due to
this reason, they are widely used for lighting applications. As LED drivers for lighting
applications are connected to the electricity distribution network, they should be
complied with power terms. In this case, the harmonic distortion between the AC mains
voltage and current and displacement factor can be maintained as low as possible.
Today, power supplies used for lighting applications in Europe are determined in
accordance with EN / IEC 61000-3-2 standards. These standarts include power factors
and total harmonic distortions. In recent years, taking into account these standards,
power factor correction (PFC) techniques have been developed for LED lighting
applications. In this study, the buck-boost converter and buck converter structures were
discussed. Simulations of active PFC Buck LED driver at Conduction Mode (CCM)
were prepared. Also, Buck-Boost LED drivers were discussed on this way. According
to the results of simulations, the data of LED driver Power Factor (PF) and Total
Harmonic Distortion (THD) were obtained. The results were examined in accordance

EN /IEC 61000-3-2 standards.

Keywords: power LED, power factor correction, EN / IEC 61000-3-2 standards , PFC
Buck LED driver, PFC buck-boost LED driver.

1. GIRIS

Teknolojik gelismelere paralel olarak artan enerji ihtiyacinin biiyiik ¢ogunlugunu elektrik enerjisi
olusturmaktadir. Elektrik enerjisi tiretimi komiir, petrol, dogal gaz, su potansiyeli, nikkleer yakitlar,
giines, jeotermal enerji gibi pek¢ok kaynaktan {iretilmesinin yaninda bu kaynaklarin sinirli olmast
elektrik enerjisinin  verimli kullanilmasini ¢ok daha 6nemli hale getirmistir. Elektrik enerjisinin
aydinlatmada kullanim pay1 toplam enerji kullanimina goére azimsanmayacak kadar biiyiiktiir. Diinya
genelinde, aydinlatmada kullanilan enerjinin toplam elektrik enerjisine orani %18 olarak
verilmektedir. Tiiketimin artmasi ve elektrik enerji kaynaklarinin siirli olmasi nedeniyle diger enerji
sistemlerinde oldugu gibi aydinlatma sistemlerindeki verim de gittikce 6nem kazanmaktadir [1].

Aydinlatma sistemlerinde verimli bir elektronik malzeme olarak kullanilan giic LED’lerinin yam
sira glic LED’lerin siirme devrelerinin de verimli olmasi olduk¢a 6nemlidir. Gli¢ LED yiikiine gore
sabit akim c¢ikis verebilmeli ve sunulan standartlara (Aydinlatma {iriinlerinde kullanilan gii¢
kaynaklarina yonelik standartlar olan EN / IEC 61000-3-2) [2] uygun olarak tasarlanmalidir [3]. Bu
standartlar goz oniine alinarak son yillarda LED’li aydinlatma uygulamalarinda gii¢ faktorii diizeltme
(PFC) teknikleri gelistirilmistir. Gli¢ faktort diizeltme teknikleri sayesinde standartlara uygun LED
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strticti tasarimi gerceklestirilebilmektedir. Ancak gii¢ faktorii diizeltmeli LED siiriiciilerde toplam
maliyeti dustrtirken, siiriicii performansint optimize etmek Onemli hale gelmektedir [4]. Bu
calismada, ilk olarak gii¢ faktorii tanimi1 ve IEC 61000 -3-2 standartlar1 ele alinmistir. Daha sonraki
boliimlerde ise buck-boost ile buck doniistiiriici yapis1 hakkinda bilgiler verilmis ve buck-boost ile
buck temelli gii¢c faktorti diizeltme devreleri incelenmistir. Son kisimda da buck temelli aktif gii¢
faktorii diizeltme devresi analizi gerceklestirilmistir.

2.GUC FAKTORUNUN TANIMI

2.1 Dogrusal Yiik Durumunda (Ideal siniis dalga formlari)

Gt faktorii, PF, AC sebekeye bagl bir yiik tarafindan ¢ekilen aktif glictin gortiniir glice orani olarak
tanimlanir. Asagidaki gibi ifade edilir.

P
PF =— 1
S (M

Klasik gii¢ faktort ifadesi, AC sebeke gerilimi ile akiminin ideal siniisoidal olmasi durumunda
asagidaki gibi olur.

PF =cos¢ ()

Burada cos¢ akim ile gerilim arasindaki yerdegistirme faktoriinii ifade etmektedir (Sekil 1). Klasik
anlamda PFC’nin anlami yerdegistirme faktortinii kompanze etmektir.

e

P

Sekil 1. Dogrusal yiiklerde gii¢ faktorii[5]
2.2 Dogrusal Olmayan Yiik Durumunda

Nonlineer yiiklerde AC sebeke akimi siniisoidal olmayacaktir. Bu nedenle klasik gii¢ faktorii ifadesi
gecerliligini yitirecektir. Gii¢ faktort ifadesi sintisoidal gerilim ve sintisoidal olmayan akim igin
asagidaki gibidir.

g 1,
P = Vol COSP_ 11-COSP _ s @
I/rms 'IrmS Irms

Burada bozulma faktorii olarak tanimlanan Ky =cos@ = [ .1/ Ims ‘dir. Bu durumda gii¢ faktorii
bozulma faktorii ile yer degistirme faktoriine baglidir [6].

D
Sekil 2. Dogrusal Olmayan yiiklerde gii¢ faktorii [5].

134



Gig faktorii diizeltmeli AC gii¢ kaynaklarinda bozulma faktorii, Ky ile giris akim toplam harmonik
bozulmasi, THD arasindaki bagint1 asagidaki gibi ifade edilebilir.

Kd=—— 4)

1+ THD?

IEC 61000-3-2 standartlarina gore giris akim toplam harmonik bozulmas: asagidaki gibi ifade
edilir [7].

THD == (5)

1

Burada I; ve I, 1. harmonikten n. harmonige kadar akimlarin ayri ayr1 genlikleri ifade eder.

Buradan PF ig¢in tanim, yerdegistirme faktorii ve bozulma faktorii hesaplanarak asagidaki gibi
ifade edilir.

pr=—S%0 (6)

N1+ THD?

Bu ifadede cos ¢=1 oldugu durumda yani akim ile gerilim arasindaki yerdegistirme faktorii
olmadiginda yiiksek gii¢ faktorii ve diisiik THD her ikisi birden elde edilebilir.

3. IEC 61000 -3-2 standartlar

Giig LED siiriiciileri AC sebekeden beslendikleri igin AC sebekedeki Toplam Harmonik Bozulmalarin
ve akim ve gerilim arasindaki faz farkinin olabildigince kiiciik olmasi istenmektedir. Bu sayede
kaliteli bir gii¢ titketimi gergeklesmis olacaktir. Gliniimiizde , Avrupa’da aydinlatma uygulamalarinda
kullanilan gii¢ kaynaklarinin gii¢ kalitesi, giic faktorii ve harmonik igerik i¢in IEC-61000-3-2
standardi1 kullanilmaktadir. Japonya’da ise bunlar JIS 61000-3-2 standardiyla belirlenmektedir [8].
Bunlarin yaninda Energy Star gibi ABD Enerji Departmani ve ABD Cevre Koruma Ajansi tarafindan
olusturulmus programlarda ticari uygulamalar i¢in gii¢ faktoriiniin en az 0.9, mesken uygulamalar
icinse en az 0.7 olmas1 gerekmektedir [8].

Uluslar Aras1 Enerji (IEC) Komisyonu tarafindan [IEC 61000 -3-2 Standardi (2005) ve esdegeri
olan EN 61000 -3-2 Standardi (2006)] standartlarinda elektromanyetik uyumluluga
deginilmekmektedir. Ayn1 zamanda sdzkonusu standartlarda AC sebekede izin verilen maksimum
harmonik akimlarin degerleri belirtilmektedir. Ulkemizde ise bu standart TS EN 61000 -3-2 ad1 ile
uygulanmakta olup algak gerilimde faz basma 16 A’den diisiik akim ¢eken cihazlarin harmonik akim
sinirlarini belirlemektedir [10].

2.1. C Smifi Donanimlar i¢in Sinir Degerler

Aydimlatma cihazlar1 25W’dan daha fazla aktif giice sahip olan C simifi cihazlar i¢in sinir Tablo 1 ve
Tablo 2'de verilmistir. Maksimum izin verilen harmonik akimlar temel giris akiminin ytizdesi olarak
ifade edilmistir. Giris giicti 25W’a esit veya daha kiigtik C simifi techizat i¢in asagidaki sartlardan biri
saglanmalidir;

a. Tablo 2 (stitun iki) sinirlar gegerlidir.
b. Ugiincii harmonik akim temel akimin % 86 gecemez ve besinci harmonik akim % 61 gegemez.[10]
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Tablo 1. C sinifi cihazlarin i¢in simrlamalart

C Smifi
%Iarmonik Maksimum izin verilen harmonik
Diizenlemeler o
N akimin temel frekansta giris
akimin ytizdesi olarak ifadesi (%)
Tek harmonikler
3 30x\*
5 10
7 7
9 5
11 3
13 3
15<n<39 3
Cift Harmonikler
2 2
4 —
6 —
8<n<40 -
A* : devre glig faktori
Tablo 2. D sinifi cihazlar icin simirlamalar
Sinif D
Harmonik Maksimum izin verilen harmonik Maksimum
Diizenlemeler izin verilen harmonik
akim watt bagina akim
n mA/W A
Tek harmonikler
3 34 2.3
5 1.9 1.14
7 1.0 0.77
9 0.5 0.40
11 0.35 0.33
13 3.85/n 0.21
15<n<39 3.85/n 0.23%x8/n

4.Buck (Diisiiriicii) Doniistiiriicii

En yaygm kullanilan anahtarlamali doniistiirtici buck tipidir. Girisine uygulanan gerilimleri ayni
polaritede daha diisiik seviyede bir ¢ikig gerilimine ¢evirirler. Sekil 3(a)’da buck doniistiiriici devre
semast verilmistir. Buck doénstiirtici de kullandigimiz anahtar, donistiiriiciiniin kaynak gerilimiyle
bobin arasindaki baglantiy1 agip kapatmaktadir [4]. Anahtarin iletimde oldugu siire boyunca kaynak
gerilimi yiik uglarina baglidir ve giic akist kaynaktan yiike dogru gergeklesmektedir. Anahtarin
kesimde oldugu siire boyunca ise yiik akimi serbest diyot iizerinden akisini tamamlar [11].
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Sekil 3(b)’de dustirticti dontistiirticiinin bobin gerilim ve akimi dalga sekilleri verilmistir. Anahtar
kesimde oldugu durumda bobin {izerindeki gerilim ifadesi;

diL
V,=Vy~V, =L ™
L= VsV dr
bagintisi ile verilir. Anahtar iletimde oldugu durumda bobin tizerindeki gerilim ifadesi ise;
diL
V, ==V,=L— )
L 0 dr

bagintisi ile verilmektedir. Ortalama ¢ikis gerilimi ifadesi;
Vo = VS .D 9)

bagintisini saglamaktadir.

(b)

Sekil 3. (a) Buck (Diisiiriicti) Doniistiiriicii Devresi ve (b) Buck (Diistiriicii) Doniistiiriicii devresinin
bobin gerilim ve akimi dalga sekillerif12]

5. Buck-Boost (Diisiiriicii-Yiikseltici) Doniistiiriicii

Buck-Boost (Distriicti-Yiikseltici) yapisinda giris geriliminin genlik ve polaritesini degistirmek
miimkiindiir. Sekil 4(a)’da Buck-Boost (Distiriicii-Yiikseltici) doniistiiriicii yapist goriilmektedir.
Anahtarin iletimde oldugu siire boyunca diyot ters polaritede olup, endiiktans iizerinde enerji
depolanir. Anahtar kesimde oldugu siirede, diyot dogru polaritede olup endiiktans tizerindeki enerji
cikisa aktarilir. Sekil 4(b)’de diistirticii doniistiriiciiniin bobin gerilim ve akimi dalga sekilleri
verilmistir. Anahtar kesimde oldugu durumda bobin iizerindeki gerilim,

diL
V,=V,=L-— (10)
dt
anahtar iletimde oldugu durumda bobin tizerindeki gerilim,
diL
V, =V, =L— (11)
L =" dr

Ve ortalama ¢ikis gerilimi,
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D
VO :—VS.E (12)

bagmtilariyla verilir.

(a)

(b)

Sekil 4. (a) Buck-Boost (Diisiiriicii-Yiikseltici Doniistiiriicii Devresi ve (b) Buck-Boost (Diisiiriicii-
Yiikseltici Doniistiiviicii devresinin bobin gerilim ve akimi dalga sekilleri[12]

6. Tek Asamah Giic Faktorii Diizeltme Devre Yapisi

Tek asamali bir GFD sisteminin genel blok semasi Sekil 5’te gortilmektedir. Tek asamali gii¢ faktorii
diizeltme devrelerinde, ¢ikis gerilimi regiilasyonu ve gii¢ faktort diizeltme islemleri tek bir kontrolor
tarafindan gergeklestirilmektedir. Bu devre yapisi basit ve az elemanla olusturulabilmektedir. Bunun
yaninda devrenin veriminin artirtlmast ve elemanlarin boyutlarinin azaltilmasi bakimindan, giiciin
cikisa tek seferde islendigi tek asamali gii¢ faktorii diizeltme devrelerine olan ilgi gittikge artmaktadir
[13]. Halihazirda gelistirilen 6zel tiimlesik devre elemanlart sayesinde tek asamali giic faktorii
diizeltme metodu yaygin olarak kullanilmaya baslanmistir. Literatiirde bu konuda ¢ok sayida topoloji
ortaya konulmus, bu topolojilerde dogrudan aktarilan giiciin oraninin artirtlmasi hedeflenmistir.

Giic Falktérii 1
Vs Diizeltrfle Vi

Devresi

DC-DC I

Kontrel
Devresi

Sekil 5. Tek asamali gii¢ faktorii diizeltme devreleri yapisi [14]

6.1 Buck (Diisiiriicii) Temelli Déniistiiriicii Yiiksek frekans aktif Gii¢ Faktorii Diizeltme

Sekil 6(a) ve (b)’de giris gerilimini azaltan doniistirticti temelli GFD devresi ve dalga sekilleri
gosterilmistir. Dontistiiriicti  giris gerilimi Vi, (t), ¢ikis gerilimini Vo’dan yiiksek oldugu durumda
calismaktadir. AC giristen t; ile t, siireleri boyunca akim akmamaktadir. Sifir gegis giris gerilim
yakininda sebeke akim zarfinda bozulma meydana getirir. Bunun yaninda, bobin akimi kesintisiz olsa
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da dontstiiriiciiniin giris anahtarlama akimi S anahtar1 her anahtarlama peryodunda girise etki ettigi
icin kesintilidir. Bu sebeple giris akimi 6nemli yiiksek frekans bilesenlere sahiptir ve bu EMI
girigsimlerinin ve filtreleme gereksinimlerinin artmasina neden olmaktadir [15].

b)
Sekil 6. Yiiksek frekans Aktif GFD, (a) Buck (Diistiriicii) Doniistiiriicii temelli Devresi ve (b) Buck
(Diistiriicii) Doniistiiriicii temelli devresinin gerilim ve akim sekli [17].

6.2. Buck-Boost (Diistiriicii-Yiikseltici) Temelli Aktif Gii¢ Faktorii Diizeltme

Sekil 7(a)’da ve Sekil 7(b)’de ise buck - boost doniistiiriicii temelli GFD devresi ve dalga sekilleri
gosterilmistir. Bu devre giris akimini hem yiikseltebilir hem de disiiriilebilir. Cikis geriliminin tersine
cevrilmesinden dolayr anahtar {zerinde gerilim stresi olugmaktadir. Donistiriiciiniin  sebeke
periyodunda caligabildigi durumda giris akiminda gecis bozulmalarina rastlanmaz. Fakat buck
doniistiirticide oldugu gibi bobin akimi kesintisiz ise doniistiiriictiniin giris anahtarlama akimi
kesintilidir ¢tinkii anahtar giris akimina etki eder. Bu ylizden giris akimi elektro manyetik girisimlerini
ve filtre gereksinimlerini arttiran yiiksek frekansli i¢eriklere sahiptir [16].

Sekil 7. (a) Yiiksek frekans Aktif GFD, Buck-Boost (Diisiiriicii-Yiikseltici) Doniistiiriicti temelli
Devresi

139



b)

Sekil 7. (b) Yiiksek frekans Aktif GFD; Buck-Boost (Diisiirticii-Yiikseltici) Doniistiiriicii temelli
devresinin gerilim ve akim sekli[17]

6.2.1. Buck-Boost (Diistiriicii-Yiikseltici) Temelli Aktif Gii¢ Faktorii Diizeltme Devresi Literatiir
Calismasi

Bu boélimde IEC 61000-3-2 standartlarina uygun olarak gerceklestirilmis bir PFC Buck Boost
devresinin deneysel performansi sonuglart Tablo 3’te verilmistir. LED siirticii tasariminda ileri yon
gerilimi 3.1 V, ileri yon akimi 325mA olan 1W’lik 13 tane LED seri baglanmis ve anahtarlama
frekans1 66kHz’dir. PFC Buck-Boost siiriicii  devresinin verimliligi %80.81-%83.41arasinda
degismektedir. AC giris akimindaki toplam harmonik bozulma % THD degeri %12.24-%20.46
arasinda oldugu Tablo 3’te goriilmektedir.

AC girig gerilimi V;, degerinin 90 V ile 270 V arasinda artis gosterimsiyle birlikte giris akim
toplam harmonik bozulma, % THD degerinin’de 12.24’ten 20.46’ya yiikseldigi goriilmektedir. Cikis
ylkiintin sabit oldugu (13W) durumlarda en yiiksek toplam harmonik bozulma en yiiksek giris
geriliminde meydana gelmektedir. Bunun yaninda diisiik ¢ikis yiikiine ragmen PFC Buck Boost
devresinin ¢ok yiiksek verimlilikte ¢calistigr gézlenmektedir.

PFC Buck Boost devresinin verimiyle gii¢ faktorii arasinda dogrudan bir iliski kurmak miimkiin
olmasa da yiiksek gii¢ faktoriine sahip bir siiriiciiniin verimininde yiiksek olacagmni sdylemek
miimkiindiir. Bu devre yapisi standartlara uygunlugunun yani sira yiiksek veriminden dolayr diisiik
glicler i¢in ideal bir yapidir.

Tablo 3. Buck Boost (Diisiiriicii-Yiikseltici) temelli tek katli LED siiriicii performans indisleri [18]

Vin (V) | Lin (mA) | Vigp (V) (Lﬁ’) Pou (W) | Pin(W) | Verim(%) | PF | (%)THD
90 170.51 | 40.553 | 304.3 12.34 15.27 80.81 [0.992 | 1224
130 | 121.14 | 40543 | 3177 12.88 15.60 82.56 | 0.987 | 15.93
180 87.55 | 40411 | 31938 12.92 15.48 8346 | 0.982 | 18.82
220 | 70.56 | 40265 | 3147 12.67 15.19 8341 0978 | 19.96
270 58.71 | 40.195 | 307.8 12.37 14.87 83.18 | 0.973 | 2046
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6.3.1 Buck (Diisiiriicii) Temelli Doniistiiriicii Yiiksek Frekans Aktif Gii¢ Faktorii Diizeltme Devresinin
Uygulamasi

Sekil 8’de Buck temelli tek katli LED siiriici devresi gosterilmistir. Bu siiriicide kontrol islemi
FL7701 entegresi tarafindan gergeklestirilmektedir. FL7701 entegresi Buck konvertdr topolojisi
Strekli iletim modu (CCM) i¢in bir dijital kontrol algoritmasi kullanilarak akilli PFC fonksiyonu ile
temel bir PWM kontrolordiir. FL7701 entegresi otomatik olarak girig gerilim sartin1 algilar ve yiiksek
gii¢ faktorii i¢in dahili referans sinyali gonderir. FL7701 entegresine AC giris uygulandiginda PFC
fonksiyonu otomatik olarak seciliyor. Aksi takdirde, yani DC giris uygulandiginda PFC fonksiyonu
otomatik olarak devre dis1 birakilryor [19].

Bu c¢alismada kullanilan PFC Buck devre siiriicii simiilasyonu Power Supply WebDesigner’da
gergeklestirilmistir. PFC Buck temelli tek katli LED stiriicii devresinde 8 adet 1 W’lik Power LED
yiik olarak kullanilmistir. Power LED’lerimiz ileri yon gerilimi 3.8 V ve ileri yon akimi 350 mA’dir.
PFC Buck temelli siiriiciiye uygulanan AC giris gerilimi 130 V ve 310 V degerleri arasinda
degismektedir. Anahtarlama frekansi ise 66 kHz’dir. AC giris gerilimi 130 V ve 310 V degerleri
arasinda belirlenmis giris gerilimlerinde PFC Buck LED siiriiciiniin giris giicti (Py,), giris akimi(Iy,),
cikis giicti (Poy), ¢1kis akimi (I gp), cikis gerilimi(Vygp), giic faktort (PF), bozulma faktsrii (DF) ve
LED siirtictiniin verimliligi Tablo 4’te verilmistir. Bunun yaninda Sekil 9(a)-(c)’de PFC Buck LED
stirtictiye uygulanan AC giris gerilim ve akim degerleri 130V, 210V ve 311V i¢in gosterilmistir.
Ayrica Sekil 10(a)-(c)’de AC giris geriliminin 130V, 210V ve 311V degerlerinde toplam harmonik
bozulma degerleri ifade edilmistir.

AC giris gerilim degeri 130 V ile 311 V arasinda degistiginde, PFC Buck LED siiriicti devresinin
verimliligi % 79.80- % 83.78 arasinda degigsmektedir. AC giris akimindaki toplam harmonik bozulma
% THD degeri % 30.03- % 38.87 arasinda degismektedir. Simiilasyonu gergeklestirilen PFC Buck
LED siirtictisii IEC 61000-3-2 Sinif C standartlarinda belirtilen 25 W altinda aydinlatma uygulamalari
icin sinir degerler icerisindedir. Diisiik giiclii aydinlatma uygulamalarinda yiiksek verimliliklerde
caligmaktadir.

Sekil 8. PFC Buck (Diigsiiriicii) LED siirticii devresi
Tablo 4. PFC Buck (Diisiiriicii) LED stiriicii performans parametreleri

\EVH)“ (Im/'g) \(/{f)D Teo (mA) | Pout(W) | Pin(W) | Verim(%) | PF | % THD | DF
9092 | 125 | 3138 | 289 907 | 1136 | 798 | 0957 | 30.03 | 0958
12124 95 | 3183 | 300 | 955 | 1152 | 829 | 0948 | 3141 | 0.954
15153 77 | 32 304 | 973 | 11.67 | 8338 | 0946 | 3395 | 0.947
181.86| 65 | 32.1 306 | 982 | 11.82 | 831 | 0936 | 3634 | 0.940
22228| 53 | 32.18 | 307 987 | 1178 | 8379 | 0928 | 3887 | 0932

141



Sekil 9. (a) PFC LED siiriiciistine uygulanan AC gerilim (Vin) ve akim degeri (Iin) ( Vinrms=90.91 )

Sekil 9. (b) PFC LED siiriiciisiine uygulanan AC gerilim (Vin) ve akim degeri (Iin)( Vinrms=151.55)

Sekil 9. (¢c) PFC LED siiriiciisiine uygulanan AC gerilim (Vin) ve akim degeri (Iin) (Vinrms=222.28 )

Sekil 10. (a) PFC LED siiriiciisiine 130V AC giris gerilim uygulandiginda harmonik bilesen

spektrumu
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Sekil 10. (b) PFC LED siiriiciisiine 210V AC giris gerilim uygulandiginda harmonik bilesen spektrumu

Sekil 10. (c) PFC LED siiriiciisiine 311V AC giris gerilim uygulandiginda harmonik bilesen

spektrumu

7. SONUC

LED aydinlatma uygulamalarinda sistemin kalitesi, verimliligi ve uzun 6miirlii olmast LED siiriicii
tasarimina baglidir. Bu ¢alismada PFC Buck LED siiriicii devresi tasarimindaki amag AC giris gerilim
degerleri 130V - 310V arasinda degistiginde sistemin gii¢ kalitesini ve verimliligini arttirmaktir.

Bu calismada diistik giiclerde kullanilan PFC Buck LED siirticti devresi ve Buck Boost siirticii
devreleri incelenmistir. Buck Boost tabanli LED siiriicii devreleri i¢in sadece literatlir taramasi
yapilmistir. Bu literatiir taramasinda Buck Boost PFC LED siirtictiniin giris giicti (Py,), giris akimi(Ii,),
cikis giicti (Poy), ¢ikis akimi (I gp), cikis gerilimi(Vigp), gi¢ faktorii (PF) ve LED siirticiniin
verimliligi ele alimmistir. AC giris gerilim degeri 90 V ile 270 V arasinda degistiginde, toplam
harmonik bozulma degeri giris geriliminin artmasiyla arttig1 gérilmiistiir. Tasarimi yapilan PFC Buck
tabanlt LED siiriicii devresi diisiik giiclii glic LED uygulamasi i¢in ele alinmistir. Gergeklestirmesi
basit olan bu LED siiriicti devresinde bazi degerler [giris giicti (Py,), giris akimi(I;,), ¢ikis giicti (Poy),
cikis akimi (I;gp), c¢ikis gerilimi(Vigp), gi¢ faktori (PF) ve LED siiriiciiniin verimlilik] elde
edilmistir. Devrenin toplam harmonik bozulmast ise IEC 61000-3-2 standartlarina gore
hesaplanmistir. AC giris gerilimi 130 V oldugunda toplam harmonik bozulma degerleri %30.03,
verim %79.8 ve gii¢ faktorii 0.957°dir. AC giris gerilimi 311 V oldugunda ise degeri % 38.87, verim
%83.79 ve giic faktorii 0.928 oldugu Tablo 4’te goriilmektedir.

IEC 61000-3-2 standartlar1 C smnifi 25 W altinda standartlara gore degerlendirildiginde Buck
temelli stirtictiniin uygunlugu goriilmiistiir. Bunun yan1 sira AC giris gerilimi yiiksek oldugu diisik
giiclit LED siiriicii devrelerinde Buck temelli LED siirticti devresinin verimliligi Buck Boost temelli
LED sirticti devrelerine gore yiiksek oldugu belirlenmistir. Fakat literatiir taramasi yapilan Buck
Boost temelli LED stirticti devresi, Buck (Dstiriicii) temelli LED strtictisiine gore toplam harmonik
bozulmast daha disiiktiir. LED sirtctlerin tasarimi  uluslararasi standartlara uygun sekilde
gerceklestirilmesi durumunda diisiik giic seviyelerinde dahi LED siriictiniin verimliliginin yiiksek
oldugu gozlenmistir.
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ABSTRACT

The Gossip-Based Relay Protocol (GRP) is developed based on Ad Hoc On Demand
Distance Vector Protocol (AODV) and proposed to increase the efficiency of package routing
functionality in ad hoc networks through specific flooding scheme. This lightweight protocol
reduced the collisions on the network. Request to Send / Clear to Send (RTS/CTS) mechanism is
widely used in ad hoc environment with Temporarily Ordered Routing Algorithm (TORA) in
order to eliminate collisions and allow access to the shared medium through proposed
authentication methods. In this paper, TORA protocol with RTS/CTS mechanism is simulated and
compared with proposed GRP in terms of specific performance metrics such as network
throughput, end-to-end delay and message flooding rate over the network through OPNET
simulation package in order to expose the optimal solution to increase overall network throughput
in ad hoc environment.

Keywords — GRP, TORA, RTS/CTS mechanism, OPNET simulation, throughput.

1. INTRODUCTION

Dynamically calculated routing tables and exchange of dynamic routing information among
mobile nodes is inevitable for existence of multi-hop networks due to their nature characteristics. The
ad-hoc environment provides an opportunity to deploy a simple network without requesting any pre-
identified network infrastructure. The lightweight wireless devices which participate in these networks
relay the user information on the network and do not generate any dynamic routing information to
communicate with other devices. Authentication is prominent for an ad-hoc environment since
dynamic routing information is crucial for secure data transfer among participating nodes. On the
other hand, due to mobility and dynamic nature of multi-hop wireless networks, participating nodes
may not reliable to share static routing information and generation of dynamic routing information
becomes a certain issue.

Researchers have discussed Gossip Relay protocols in the literature however there is no
detailed research available to evaluate security aspects of GRP since it is designed to enhance
performance. The implementation of the GRP relays on the probabilistic method to determine the
priority of the message to broadcast by assigning a rate of probability. RTS/CTS mechanism with
TORA protocol is used to provide an authentication between sender and receiver so it also creates
dynamic routing information with different proposed methods similar to GRP where it aims to
decrease the broadcast messages on the network without requesting any explicit route setup. In the
next section, all these mechanisms are shown and explained in details and each of the proposed
method is simulated in OPNET environment to compare and expose the optimal algorithm or method
to use in multi-hop wireless networks.
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2. LITERATURE REVIEW

GRP is proposed by the researchers in the literature with an idea of reducing broadcasted
messages by an probabilistic method and determine whether a participating node will broadcast the
received message or not [1]. The implementation of GRP is designed based on AODV protocol by
the researchers which require route calculation and choose the best route to use and forward the
messages. Other researchers have proposed another routing efficient algorithm by clustering the
participating nodes into subset of neighbors which is efficient and nodes used to forward
broadcasted message to the corresponding neighbors rather than sending to entire network [2-3].
The GRP protocol relay on a deterministic approach with probabilistic function in order to reduce
message flooding on the network to prevent overhead problem. Based on the GRP protocol, the
MAC protocol is modified for CSMA/CA (Collision Avoidance) feature to implement such
mechanism on the network. The proposed GRP protocol is used to conduct Parent-Sibling-Child
(PSC) relationship for direct traffic flows which clearly shown in the literature [4]. The PSC
relationship leads participating nodes to be clustered into such hierarchy to forward broadcasted
received message only to it’s corresponding relative, eg. child or sibling. The Figure 1, Figure 2
and Figure 3 illustrate the relationship between Parent-Child-Sibling techniques below. Each of the
relationship illustrated on the figures have a specific probability formulas which were shown on
the formulas below. The Pn represents the broadcast probability where n is received packages. The
increased probability for packets received from parent is;

P, =P, +(1-PF_)*2"
Where decreased probability for packets received from sibling
P, =P, *(1-(27)

where n is the nth new message package and n-1 is the n-1th message package.

Figure 1. Parent Diagram Figure 2. Sibling Diagram

Figure 3. Child Diagram

The RTS/CTS mechanism is a handshaking process that minimizes the problem of collisions when
hidden node problem arises on the network. The Figure 4 illustrates the RTS/CTS working
mechanism briefly.
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Figure 4. RTS/CTS Mechanism

Request to Send (RTS), Clear to Send (CTS) and Fragmentation Thresholds impact on
AODYV protocol are well known by the simulation experiments conducted in this study and RTS
implementation is done in order to increase the performance of the network. In other cases,
RTS/CTS is the optional mechanism used by the 802.11 wireless networking protocols to reduce
frame collisions introduced by the hidden node problems [5]. The impact of RTS/CTS mechanism
is clearly stated by the researchers and exposed through simulation experiment in the literature.
However, in order to analyze the difference between the GRP and RTS/CTS under TORA protocol
and expose the most optimal way solution for multi-hop wireless networks, it is necessary to
conduct a simulation experiment. The next section gives brief description about simulation
experiment designed in this study.

3. SIMULATION EXPERIMENT

The tool used for the simulation study is OPNET 14.0 modeller. OPNET is a network and
application based software used for network management and analysis where it provides variety of
simulation samples with Graphical User Interface (GUI) along with the considerable amount of
documentation and study cases for wired as well as wireless networks. In this research, 2 different
scenarios are used and illustrated through OPNET simulation package. In the first scenario, GRP
protocol is simulated and in second scenario RTS/CTS mechanism is simulated. The attributes and
parameters set for the creation of the simulation environment for Scenario 1 in OPNET shown on
the Table 1 in details below.

Table 1. Global Parameters for Scenario 1

Parameter Attribute

Protocol GRP (AODV based)
Simulation Duration 120 (seconds) with 300 seed
Simulation Area 1000 x 1000 meters
Mobility Random Waypoint
Performance Metrics Throughput, Delay, Load
No of Nodes 15

The attributes and parameters set for the creation of the simulation environment for Scenario 2 in
OPNET simulation package shown on the Table 2 in details below.
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Table 2. Global Parameters for Scenario 1

Parameter Attribute

Protocol TORA

Simulation Duration 120 (seconds) with 300 seed
Simulation Area 1000 x 1000 meters
Mobility Random Waypoint
Performance Metrics Throughput, Delay, Load
No of Nodes 15

The Figure 5 illustrates the simulation setup of a single scenario which can be considered
as an global scenario since there is no difference between two scenarios in terms of number of
participants on the network where comprising of 15 mobile nodes moving at constant speed of 10
meters per seconds. Total of 2 scenarios have been developed, all of them with mobility of 10 m/s.
where a simulation time was taken 300 seconds. Simulation area taken is 1000 x 1000 meters.
Packet Inter-Arrival Time (sec) is taken exponential (0.3) and packet size (bits) is exponential
(2000). The data rates of mobile nodes are 11 Mbps with the default transmitting power of 0.005
Watts. Random way point mobility is selected with constant speed of 10 meter/seconds and with
pause time of constant 100 seconds. This pause time is taken after data reaches the destination
only.

Figure 5. Simulation Environment for 15 nodes

The simulation run time is set as 300 seconds which is equal to 60 minutes with the seed value of
300. Simulation Kernel is set to “optimization”. Application profile, Profile configuration, and
Mobility are configured to work on the network in order to provide data flow over the network.

4. SIMULATION RESULTS

The OPNET Simulation package provides two different types of statistics which are
known as Global and Object statistics in order to evaluate the performance metrics or the entire
simulation outcomes. The global statistics represents the collection of entire network’s data and
analysis. The object statistics involves individual nodes statistics. In this simulation experiment,
the global discrete event statistics (DES) statistics are taken into consideration for evaluation of
performance metrics. This section focuses on results, its analysis and comparison based on the
simulation performed in OPNET modeller 14.0.

148



Based on the parameters set for the simulation scenarios (scenario 1 and scenario 2), the WLAN
throughput of both mechanisms are illustrated in the Figure 6.

Figure 6. WLAN Throughput of GRP and RTS/CTS Mechanisms

As it is clearly shown on the Figure 6 above, there is significant difference between GRP
and RTS/CTS mechanisms. Overall throughput of the network in terms of bits/seconds is
significantly decreased when an RTS/CTS mechanism is used with TORA protocol.

Figure 7 below indicates simulation results of average WLAN Delay. the packet end-to-
end delay represents the average time in order to traverse the packet inside the network. This
includes the time from generating the packet from sender up till the reception of the packet by
receiver or destination and expressed in seconds. The Figure 8 below shows the Average WLAN
Delay. Since the RTS/CTS mechanism proposes a handshaking mechanism in order to
authentication and aims to eliminate hidden node problem and in contrast to this GRP uses
CSMA/CA collision avoidance features, the high rate of WLAN delay is expected from RTS/CTS
scenario.
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Figure 7. Average WLAN Delay of GRP and RTS/CTS Mechansims

Finally, the Figure 8 shows the average network load, which is the total traffic received
by the entire network from higher layer of MAC that is accepted and queued for transmission. It
represents the quantity of traffic in entire network. It indicates the total data traffic in bits per
seconds received by the entire network from higher layer accepted and queued for transmission.

Figure 8. Average network load
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As it shown in the Figure 8 above, GRP protocol remains faster and contain much
network load than TORA protocol with RTS/CTS mechanism. The high rate of Load represents
low rate of data dropped on the network due to collisions or some other reasons. However this may
indicate the high rate of overhead problems since there is no differentiation of packages received
as broadcasted message.

5. CONCLUSION

The performance of GRP (with simplified MAC protocol) and TORA protocol (with
embedded RTS/CTS mechanism) is simulated and compared. The GRP was found to deliver much
better performance than the TORA protocol in terms of Throughput, Delay and Network Load.
Since high rate of broadcasted packages is delivering to the base station through participating
nodes in contrast to TORA protocol, it can be considered that GRP is successful. However, the
Base Stations used in GRP protocol are fixed and it is also stated in previous studies. This may
lead to expose for a need of a better probability function to work in more flexible situations where
mobility is a serious concern for multi-hop wireless networks. As it is mentioned in the previous
section, the overhead problem remains as an unsolved issue since there is a constant data flooding
mechanism used in GRP with PSC relationship and no differentiation among packages is
specified. Researchers should investigate as how to differentiate the forwarding of broadcasted
messages to minimize overhead problem for bi-directional data transfers and also in terms of
transferred data security.
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ABSTRACT

Semantic web is an extension of the current web that presents semantic data
whereby machines and humans can work in collaboration. Linked data is one of the
approaches used for acquiring a semantic integrity through bringing together
datasets related to a data by creating semantic links between the webpages
constituting the semantic web. Linked data allows gathering various data coming
from different sources at a single service point. According to the Linked Data
principle, the amount of data published in the web environment increases gradually.
In the Linked Data network, data mining technology is used in the datasets included
in the linked data cloud in order to search for the relations that may allow reaching
the information among large-scale data and making predictions about the future.
This study aims to put forward recommendations for enhancing the effectiveness of
data mining processes on bibliographical sources by using the power of linked data.

Keywords- Linked data, data mining, linked data mining.

1. INTRODUCTION

Data mining is the process of exploring hidden patterns and trends that may allow making
predictions about the future by using vast amount of datasets[1]. Main problem in data mining is
the application of data mining algorithms within structured databases composed of linked objects.
Links between objects are useful for many data mining tasks. However, it is difficult to acquire
these links through traditional data mining techniques. In addition, not reliable predictions are
provided all the time.Attempts to solve these problems have given birth to a new research area
called semantic web.

Semantic web [2], which is regarded as the future of WWW, provides a shared model for
reusing and sharing the information. The semantic web is a web environment that enables well-
defined information and services to be easily understandable by machines. In addition, the
semantic web is an extension of the current web that presents semantic data whereby machines and
humans can work in collaboration.

The semantic web is based on data and linked data on the basis of relations between data. At
the present time, linked data technology makes it easier and faster to collect vast amount of data
from different data sources and to produce and merge data for particular purposes. Linked data [3,
4] is one of the approaches used for acquiring a semantic integrity through bringing together
datasets related to a data by creating semantic links between the webpages constituting the
semantic web. Web of Data represents all linked data. While the current World Wide Web
(WWW) provides a web that can be understood by humans alone, data network aims to create a
web that can be read and understood by machines

According to the Linked Data principle, the amount of data published in the web environment
increases gradually. Linked data allows gathering various data coming from different sources at a
single service point. In the Linked Data network, data mining technology [1, 5, 6] is used in the
datasets included in the linked data network in order to search for the relations that may allow
reaching the information among large-scale data and making predictions about the future.

Bibliographic sources are the secondary sources that do not make us reach the information
directly, but enable us to be aware of the existence of different kinds of information sources that
contain the information we look for. They are the directional sources that give descriptive
information/bibliographic identity concerning the information sources they contain and guide users
through reaching main sources. This study aimed to put forward recommendations for enhancing
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the effectiveness of data mining processes on bibliographic sources. These data are of big
importance for the preparation of scientific research and bibliography in particular.

This study focused on the importance of data mining technology to reach the information over
the semantically linked data in the linked data network and introduced the architecture of linked
data mining. Thus, the second section of the paper deals with the related previous studies. The
third section introduces the architecture of linked data mining. The fourth section summarizes the
results.

2. RELATED WORKS

Obtaining and analyzing data through data mining techniques has become important in academic,
commercial, sociological, etc. fields. Linked data can be used in data mining as an additional
information source that supports the interpretation of the information obtained via data analysis.
There are some approaches that make use of linked data technologies in order to interpret data
mining results [1, 5, 6, 7]. In general, these approaches facilitate the interpretation of information
by selecting data or creating sub-data examples to be discovered for the analysts who are to
conduct data mining.

Today, availability of opportunities to use linked data and data mining technologies in many
application areas and for various purposes allows integrating the data collected from many
different sources through different methods. One of these application areas is health. Some studies
have been conducted to increase the efficiency of such processes as finding and linking the
suitable data, drug monitoring, and managing drug interaction[8].

At the present time, web basically consists of the linkage of web documents based on HTML
documentsto one another. Linked data, on the other hand, keeps the data in documents as RDF'
(Resource Description Framework) and links data (i.e. concepts) instead of documents [4]. RDF is
a data model that provides field-independent formal semantics in regard to graph sources.

Some studies [6, 9] have used the semantic web query language called SPARQL in order to
query linked data network and monitor the variations between RDF links.In addition, the number
of queries can be reduced by creating easy-to-use SPARQL query templates. There are various
ways to make data meaningful and to reveal the hidden meanings within data. These studies are
basically about data discovery on linked data network. Nebotand Berlanga (2010) suggested a
method that could be used in the association rules analysis—one of the first techniques used on
RDF-based data in data mining. This method employed ontology axioms and semantic tags in
order to produce semantic processes out of semantic web data.

Open source FeGeLODcan be used for data mining applications on the data in the linked data
network [10]. FeGeLOD is based on unsupervised learning method. Specific functions are applied
through creating natural sets out of input data to infer the basic properties of the datasets in the
linked data network.

Link mining is an example of multi-relational data mining. It involves various tasks including
but not limited to predictive and descriptive modeling. Among such tasks are link-based
classification, link-based set interpretation, definition of link types, prediction of link power, the
number of links, and register links. Link mining tasks are used in applying data mining to the
datasets of social networks emerging over the Internet. Graphic display is frequently employed in
the display of social networks. Link mining is an example of data mining in multi-relational
datasets illustrated in one graph[11].

3. DATA MINING ON LINKED DATA

Linked data introduces an approach based on web standards for data integration. The Linked Open
Data (LOD) project [4] was launched. It is open to anyone who wants to publish data and make
semantic inferences out of data according to linked data principles. Linked data in different
application areas enlarge continuously and become linked open data cloud.

"http://www.w3.org/RDF/
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This study employed bibliographic data sources as linked open data cloud. Bibliographic sources
are the secondary sources that do not make us reach the information directly, but enable us to be
aware of the existence of different kinds of information sources that contain the information we
look for. Bibliography involves papers, books, authors, institutions, articles, conferences, etc.

This study aimed to put forward recommendations for enhancing the effectiveness of data mining
processes on bibliographic sources by using the power of linked data. Various dictionaries (Dublin
Core, FOAF vs.) and ontologies ontolojiler (BIBO, DBLP vs.) can be used for presenting
bibliographic sources. Data mining refers to the use of algorithm for exporting the models and
information produced by Knowledge Discovery in Databases (KDD) processes.

Narasimhaand Vyas (2011) made some changes in KDD for the data mining applications that
could be used within the framework of the requirements of semantically linked data on the linked
data cloud. As is seen in figure 1,data mining stages were defined on the linked data [5]. Finding
people conducting joint academic studies or discovering research areas and joint publication areas
can be given as examples of the application of data mining in the bibliographic field.

Figure 1.Data Mining on Linked Data.
Data mining process and stages for linked data can be explained as follows [5]:
3.1. Data Selection

The concepts HTTP and URI underlie linked data. Linked data keeps the data in documents as
RDF and links the data (i.e. concepts) rather than documents. Data sources are named with the
reference URI. When a linked data is published, a good URI must be selected for sources. That is
important for other data providers to establish a sound link for other data sources. The data source
can be accessed via HTTP. The linked data technology prescribes data to be able to be queried via
the query language SPARQL through the protocol HTTP [12]. Figure 2 gives a sample query
defined for obtaining the publications containing the word “semantic” in their titles as well as the
authors of such publications.

PREFIX rdf:<http://www.w3.0rg/1999/02/22-rdf-syntax-ns#>
PREFIX dc: <http://purl.org/dc/elements/1.1/>

PREFIX bibo: <http://purl.org/ontology/bibo/>

PREFIX foaf: <http://xmlns.com/foaf/0.1/>

PREFIX doco: <http://purl.org/spar/doco/>

SELECT ?article ?author

WHERE {
7articlerdf:typebibo:AcademicArticle .
7articledc:isPartOf  ?journal .
?articlebibo:author ?author .
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?authorfoaf:name Tname .
?articledoco:contains?section .
?sectiondc:title title .

FILTER (regex(str(?title), "semantic")) . }

Figure 2. SPARQL Query Example.
3.2. Data Preprocessing

Since the quality of data affects results, it is quite important that the data to be used are subjected
to preprocessing. Quality data produce quality outputs. Data preprocessingplays an important role
in data mining [13]. Many data preprocessing techniques are available. They aredata merge, data
filtering, and data clustering/partitioning.

3.2.1. Data Integration

In the first step of linked data mining, data are obtained from the data sources existing in the data
cloud. Distributed data in different geographical positions need to be merged coherently. Data are
merged on the basis of some common relations indicated in data sources [14]. A user may want to
work with different data sources. In this case, data sources can be selected based on different
factors. For instance, a study is conducted to list the Twitter accounts of those researchers who
work in the field of “Semantic Web”. Firstly, the query result obtained in Section 3.1 is used.Then
Twitter data source is queried for obtaining information about the Twitter accounts of academic
staff. The obtained information is merged in order to find the answer of the related question.

3.2.2. Data Filtering

When data from different data sources are merged, abundant data may emerge. For example, the
obtained list of authors contains “Y. Y. Gultepe” and “Yasemin Y. Gultepe” as two author names.
However, both of them are the name of the same author. In this step, such author names are
eliminated.

3.2.3. Data Clustering / Partitioning

Among the clustered or partitioned data, those which are similar by nature are grouped together.
By this means, it is aimed to predict the datasets to which each data belongs to and thus ascertain
the data displaying abnormal behaviors. For example, the population data of a country can be
divided into certain sub-classes: low population density cities, medium population density cities,
and high population density cities.

3.3. Transformed Data

In this step, initial data are transformed into final data that are to provide a basis for works. In the
linked data, some quality types may not be suitable for the data mining algorithms to be applied.
To make them suitable, source data may be converted into different formats or values.

3.4. Data Mining on Linked Data

Results are obtained by applying data mining methods to such processed data. Data methods can
basically be grouped as classification, clustering and association rules. The data obtained through
the application of data mining methods need to be presented to decision-makers who are to
evaluate them.

4. RESULTS

Linked data is based on the publication of data over the web in the form of datasets compatible
with the RDF standard and the association of different datasets with RDF links. There is a general
consensus among researchers that the use of linked data for data mining may be rewarding. Studies
concerning the use of linked data for those data which are kept in data sources, but have not been
discovered yet are generally conducted within the scope of classic KDD.

The use of linked data in data mining processes may shorten the data preparation (the most
demanding part of data mining) time and decrease costs through accelerating the interpretation of
the results after such preparation period. The fact that linked data semantically link the concepts
within datasets with one another makes the use of linked data in data mining processes easier.
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Narasimha and Vyas suggested a system involving an interaction of linked data and data
mining techniques that converted data which were large in amount and existed in different formats
and locations (heterogeneous and distributed) into information and made them meaningful. In the
present study, this system was used in the field of bibliographic data. This system makes important
contributions to the solutions of the problems encountered in the mining of bibliographic records.
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ABSTRACT

Abdominal Computer Tomography (CT) scan data are used in many clinical studies
as a correct and efficacious help for diagnosis and treatment. Segmentation of
viscera on abdominal imaging facilitates diagnosis and focusing on the areas of
interest. Among abdominal imaging tasks, kidney segmentation is a difficult one
given the proximity of different organs and the similarities between abdominal
tissues. This study proposes a fully automated approaches to kidney segmentation
and discusses the degree of success of them . The proposed methods essentially
consist of three stages. Since the spine was used as reference in the study, the
images were first treated to define the coordinates of the spine. The application of
filters to the images provided a differentiation of closely connected intrarenal
cortical and medullary areas and the clear delineation of the spine. In the second
stage, kidney fields were obtained using the Connected Component Labeling (CCL).
The performance evaluation of the used algorithms was done based on the
algorithm-based and the manual segmentation results. The criteria used to confirm
the accuracy of the segmentation operation was those of the Zijdenbos similarity
index (ZSI). ZSI is an assessment index based on the difference between the area
segmented by the segmentation algorithms and the area segmented by a specialized
physician, both represented in pixels. These assessments resulted in a success rate of
85.2 % for right kidney and 86.8 % for left kidney, respectively, by the CCL
algorithms. This system is expected to be helpful both in clinical diagnosis and in
medical training. Results indicate that the proposed segmentation procedure may be
used to assist medical diagnosis and decision.

Keywords — Kidney segmentation, CCL, Abdominal images, Image processing, ZSI
1. GIRIS

Tibbi goriintiileme ile anatomi hakkinda detayli bilgiler elde edilebildiginden, tani amagh
gortintiileme birgok agidan 6nem arz etmektedir. Gortintiileme cihazlari tarafindan sunulan veriler,
goriintll isleme yontemleriyle tiim veri yerine ilgilenilen doku alanina ulasgimi saglayarak kolay
islenebilir hale gelmektedirler. Boliitleme ve gortintiileme birbirleriyle yakin iliskili iki alan olup,
birgok radyolojik uygulamada kullanilmaktadirlar. Hem boliitleme, hem de ¢ boyutlu
gorlntiileme igin, yeni tekniklerin gelistirilmesi kadar, Bilinen yontemlerin uygulanabilir hale
getirilmeside 6nemlidir. Radyolojide kullanilan goriintiileme cihazlarindan elde edilen verilerde
yetersiz ¢oztntirlik gibi problemlerden dolayr bazi zamanlarda hekimler tani koymakta
zorlanmaktadirlar. Bu nedenle goriintiilerin islenip daha anlamli hale getirilmesi gerekmektedir.
Farkli fazlardan elde edilmis, kontrasti arttirillmis Bilgisayarli Tomografi (BT) gortintiilerinin
boliitleme yontemi bobrekteki lezyonlarin bulunmasini ve karakterize edilmesini saglayan etkili
bir yontemdir. Bobrek goriintlisii hastanin nefesini tutmasindan once ve hastaya kontrast madde
enjekte edildikten sonra alinmaktadir. Batin bolgesi burada tekrar tekrar kontrast maddenin
aktarimi sirasinda taranir. Kontrast madde aktarimi sirasinda alinan bu goriintiilerin farki alinarak
lezyon tespiti yapilmaktadir. Béliitleme, goriintiideki herhangi bir oriintiiyli veya goriintiiniin
herhangi bir pargasinin geri kalan parcalardan ayrilmasi islemine denir [1]. Medikal goriinta
isleme alaninda boliitleme, anatomik yapilarin ¢alisilmasinda, tedavi planlamasinda, bilgisayar
destekli ameliyatlarda siklikla kullanilmaktadir [2]. Bobrek boliitleme, bobregin kortex ve meulla

157



alanlarmin farkli yogunluga sahip olmasi, bazi gortintiilerde karacigere yapisik ve gri seviyelerinin
benzer olmasi sebebiyle zorlagmaktadir. Gelistirilen bazi yontemler yari otomatik kullanic
etkilesimli yontemler olup bu yontemlerin dezavantaji kullaniciya zaman kaybettirmesidir. Bu
nedenle otomatik olarak boliitleme yapmak her zaman uzmanlarca tercih edilmektedir.

Abdominal gériintiilerden organ boliitlemeyle ilgili literatiirde bir¢ok c¢alisma bulunmaktadir.
Bilgisayarli tomografik planlama sag ve sol bobreklerin boliitlenmesi i¢in geleneksel kullanici
giidiimlii bir yap1 6nerilmistir. Deforme olabilen sekil modelleri boliitleme i¢in kullantlmigtir [3].
Baska bir ¢alismada tibbi goriintiilerden ti¢ boyutlu anatomik hacimleri béliitleme i¢in deforme
model tabanli bir yaklasim sunulmustur. Calismada boliitleme ile birlikte modelleme islemi de
yapilmistir [4]. Diger bir ¢alisma da gri seviye bobrek goriintiistinden istatistiksel bilgiler ile temsil
edilmis ve bu bilgilerle birlikte deforme olabilen bir modeller kullanilmistir [5]. Bébrek tiimérleri
tizerine yapilan bir ¢calisma da 6rnek goriintiiler tizerinde yapilan doku analizine dayanarak, bobrek
timori bolge biiylitme algoritmasmin baslangic noktast olarak kullanilmistir. Calismada
abdominal BT goriintiileri sayisallastirilmis ve gri-seviyeli esikleme yontemi bobrek boliitleme
icin kullanilmistir [6]. BBE (Baglantili Bilesen Etiketleme) ve bolge biiyiitme yonteminin birlikte
kullanildig1 baska bir calismada ilk olarak uyarlanir esikleme kullanilmistir. Daha sonra BBE
kullanilarak bobrek boliitlenmesi i¢in tahmini bir baslangi¢ noktast elde edilmistir. Elde edilen
baslangic noktalari kullanilarak boélge biiyiitme yontemiyle boélitleme iglemi yapilmistir [7].
Bobregin  otomatik olarak boliitlenmesi  ve boliitlenmis  farkli  fazlardaki  boébreklerin
cakistirllmasini sunuldugu bagka bir ¢alismada bobregin otomatik boliitlenmesi, hesaplanan
omurga konumuna gore morfolojik operatérlerle yapilmistir. Omurga konumu Daw-Tung Lin ve
digerlerinin [8] buldugu matematiksel formulasyona gore hesaplanmistir. Cakistirma islemi icin
matlab kiitiiphanesinden farkli yontemler denenmistir. Dikkate deger bu c¢alismalar haricinde
bobrek boliitleme ile ilgili ¢aligmalar devam etmektedir. Yapilan tiim ¢alismalardaki amag¢ bobrek
boliitleme isleminin yiiksek basari ile elde edilmesidir. [9,10,11]

Bu calismada otomatik olarak boliitlemeyi gerceklestirebilmek igin batin bolgesinin anatomik
ozelliginden faydalanilmigtir. Omurga boliitlendikten sonra omurganin koordinatlarindan
faydalanilmig sag ve sol bobrek alanlart ayristirilmistir.

2. MATERYAL VE METOT
2.1 Materyal

Firat Universitesi Tip Fakiiltesi radyodiagnostik anabilim dali gériintii arsivleme sisteminden 50
hastaya ait goriintii serisi alimmistir. flgilenilen alan tiim seride bulunmadigindan serilerdeki tim
goriintiiler tizerinde ¢alisilmamigtir. Goriintiiler, damardan opak madde verilmesini takiben portal
fazda ¢ekilmis BT goriintiiler olup 5 mm kesit kalinligt ile g¢ekilmistir. Gortintiiller DICOM
formatindadir. Elde edilen goriintiilerde yer alan bobrek gortintiileri uzman bir radyolog tarafindan
manuel olarak boliitlenmis ve referans goriinttiler olusturulmustur.

2.2 Metot

Bu c¢aligmada abdominal gortintiilerden bobreklerin BBE yontemi kullanilarak boliitlenmesi
hedeflenmistir. Calismanin amact abdominal gortintiilerden bobregi boliitleyerek bobrek tizerinde
kanserli hiicre ya da lezyon belirleme ¢aligmalarina zemin hazirlamaktir. Calisma temel olarak 3
asamadan olusmaktadir. On isleme asamasinda matematiksel morfoloji kullanilmistir. Morfoloji
temel kiime islemlerine dayanan, goriintiideki sinirlar, iskelet gibi yapilarin tanimlanmasi ve
cikartilmasi, giiriiltii giderimi, béliitleme gibi uygulamalar igin gerekli bir aragtir. Goriintii
islemede genellikle, morfolojik siizge¢leme, inceltme, budama gibi on veya son islem olarak
kullanilirlar. Daha sonra morfolojik islemlerden gegen veriler BBE yontemi kullanilarak
boliitlenmistir. Boliitleme sonrasinda veriler son islemden gecirilerek ilgilenilen alan elde
edilmistir. Calismanin asamalar1 Sekill de verilmektedir. [12].
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Elle boliitleme
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Sekill 1. Yapilan ¢alismanin asamalari

Calismanin 6n isleme sonrasinda omurga elde edilmistir. Boylece sag ve sol bobrek i¢in ayrilma
noktasi belirlenecektir. Sekil 2 omurganin adim adim elde edilmesini gostermektedir.

Sekil 2. Omurganin adim adim elde edilmesi

Calismada omurga morfolojik islemlerle tespit edildikten sonra, siitun toplamlari hesaplanmustir.
Toplami maksimum olan siitunun omurga orta noktasi oldugu kabul edilmis ve goriintii bu
noktadan ikiye ayrilmistir. Bu nokta ile sag ve sol bobregin ayri ayri1 bolitlenecegi alanlar
hedeflenmistir. Sekil 3 Sag ve sol bobrek icin ayrilma noktasinin belirlenmesini gostermektedir.

L+

—

(Xo,:)=maksimum(toplam(stitun)) Omurilik

Sekill 3. Sag ve sol bobrek i¢in ayrilma noktasinin belirlenmesi
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Bobrek boliitleme islemi i¢in ikinci asama BBE yonteminin kullanilmasidir. BBE, goriintiide
birlesik olan nesneleri etiketleyip komsu olan pikselleri bir grup icerisinde toplayarak birbirinden
ayirt edebilecek hale getirir. Gruplama sonrasinda, resim {izerindeki her bir grup bir nesneyi temsil
edecek sekilde numaralandirilir. Béylece istenen grup numarali nesneyi diger nesnelerden ayirmak
suretiyle islem yapilabilir. BBE yontemi 4-komsuluk ve 8-komsuluk olarak ikiye ayrilir. Bir ¢ok
uygulamada 8-komsuluk tercih edildiginden kodlarda ¢apraz pikseller de komsu olarak isleme
dahil edilir [13], [14], [15]. BBE algoritmasi sonrasinda her bir ayri par¢a i¢in R,G,B degerleri
elde edilir. Belirli kanallarda en biiyiik bilesenin bobrek olmasindan yararlanilarak, boliitlenmis
bobrek goriintiilerine ulasilir. Elde edilen sonuglar 1.asamada elde edilen boliinme noktasindan
tekrar birlestirilerek 512x512 lik orijinal boyutlarda goriinti elde edilir. Sekil 4. a) orijinal
goriintiiyii 4.b) BBE sonunda elde edilmis R kanalini 4.c) BBE sonunda elde edilmis B kanalini
gostermektedir. Elde edilen bu goriintiilere son islem uygulandiktan sonra bélitleme islemi
tamamlanmaistir.

(a) (b) (©

Sekil 4. R ve B kanalindaki goriintiiler. (a) Orijinal goriintii , (b) R kanalindaki goriintii, (c) B
kanalindaki goriintii

4. PERFORMANS DEGERLENDIRME

Boliitleme isleminin bagarisini  degerlendirmek i¢in Zijdenbos Similary Index kriterleri
kullanilmistir. Calismanin performansi 50 hastadan alinan Bilgisayarl tomografi goriintiilerindeki
sag ve sol bobrek icin ayri ayr1 elde edilmistir. Ciinkii sag ve sol bobregi ¢evreleyen organlar
farklilik gostermektedirler.

4.1 Zijdenbos Similary Index

ZSI (Zijdenbos Similary index ) boliitleme algoritmalari ile pixel cinsinden béliitlenen alan ile
uzman hekim tarafindan pixel cinsinden boéliitlenen alan arasindaki farka dayali degerlendirme
teknigidir. ZSI degeri 0 ve 1 arasindadir. Indeks degerinin 1’¢ yakinhg uygulamada sonucun
basarili oldugunu ifade eder. ZSI indeksinin 0.7 den biiyiik olmasi mitkemmel sonug olarak kabul
edilir [16,17]. A ve M yukarida tanimi verilen pixel cinsinden alan degerlerini gostermek {izere
ZSI indeksi denklem 1°deki gibi verilir.

(AnM)

ZST = 2

(1

Sekil 5 ve sekil 6 sirastyla sag ve sol bobrek icin BBE algoritmasi ile elde edilen boliitleme
sonuglarinin ZSI degisimini gostermektedir.
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Sekil 5. Sag bobrek icin elde edilen ZSI sonuglart
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Sekil 6. Sol bobrek icin elde edilen ZSI sonug¢lari
5. SONUCLAR

Bu makalede kontrasti arttirilmig Bilgisayarl tomografi gériintiilerinde bobrek boliitleme i¢in BBE
algoritmast kullanilmistir. Makalede kullanilan yontemin dogrulugunu goéstermek amaciyla
Zijdenbos Similary Indeksi kullanilarak performans degerlendirilmesi yapilmistir. Hem manuel
hem de 6nerilen yontemlerle elde edilen boliitleme sonuglari karsilastirildiginda BBE algoritmasi
ile bobrek boliitlemede kabul edilebilir sonuglar elde edilmistir. Sonuglar, onerilen boliitleme
yapisinin  hekimin hasta ve hastalik hakkinda tant ve karar verebilmesi asamalarinda
kullanilabilecegini gostermistir. Calismanin bundan sonraki asamasi bobreklerdeki lezyonlart
tespit etmek olacak ve yapilan ¢aligma bundan sonraki ¢aligmalarin ilk asamasini olusturacaktir
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ABSTRACT

This study presents an Artificial Neural Networks (ANN) based modeling and harmonic estimation
system of power distribution system .The importance of power quality in Electrical systems increases
with each passing day and has become an important criterion in energy system. The harmonics
causes resonance, sudden trips, loss and these problems adversely affect the quality of power. In this
study THD; values of residential and industrial zones were examined. In order to get an estimate of
the value of THD; values ANN were used. With this method, accurate estimated values were obtained
from the ANN model. With the proposed ANN model, equipment that improves the power quality can
be preselected while planning energy distribution systems. In this way, by reducing harmonic values,
a significant improvement in power quality can be achieved. This model can be used for the planning
the energy systems which has the high Power Quality and to estimate THD; values in different
systems.

Keywords : Power Distribution System, Artificial Neural Network, Harmonic , Power Quality, THD
1. INTRODUCTION

With the increasing the technology the nonlinear loads are are applied in Power distribution system
widely. Devices that using semiconductor switching elements caused to increase grid connected non-
linear load. Household devices like television, computer, air conditioning; Industrial type load like
UPS, Speed control device, welding machine , can be given as an example to this type of non-linear
load. This type devices that generates harmonic, negatively affects the power quality. Harmonics
make adverse effects in transmission lines, loads and electrical equipment because of this effects
harmonics cause power quality problems [1]. Harmonics causes the power quality problems such as
losses in transformers, trenches, Disruption in communication systems, sudden release, losses in
power distribution [2], [3]. Total Harmonic Distortion (THD) is used as an indication of current and
voltage distortion values. Harmonic limitations are described in the IEEE 519 standard [4], [5]. In
addition, reference [6] and [7] describes the harmonic distortion limit values in IEC standards. ANN’s,
are frequently used for harmonic estimates and signal analysis [8], [9]. ANN’s are used In Power
systems Tansients, [10], and obtaininig the interharmonics [11]. In Reference [12] the harmonics
amplitude and the angle estimation has been done with using the =~ ANN estimation method. The
harmonic estimation were made with very high accuracy [13]. In this study, THD; values in various
regions were detected by measurement devices connected to the grid. These values have been used by
ANN for training and testing purposes. In the second part of the study, general information about
harmonics, in the third part harmonic measurements, In the fourth section simulation and the results
are presented in the last section. In reference [14] Artificial neural networks have been applied to

163



estimate the load. In reference [15] the ANN were used to estimate the nonlinear harmonic loads. In
reference [16] the dynamic system harmonic analysis is performed using ANN. In reference [17] the
ANN were used in the analysis of harmonic distortion..In Reference [18] ANN’s estimation method
has been proposed for the current estimate of nonlinear loads which contains harmonic components.
With the purpose of quickly harmonic determinations the ANN systems were used [19].

2. POWER SYSTEM HARMONICS AND MEASUREMENTS

2.1 Power systems harmonics

Harmonics causes the distortion in the energy system. The increase in nonlinear loads and circuit
elements, could cause to unstable and low quality grids. Harmonic voltages and currents in an electric
power system result of non-linear electric loads. Because of nonlinear loads in the system, sinusoidal
waves can occur at different frequencies. Harmonics and harmonic analysis are needed the
determination to reduce the negative effects of nonlinear loads to power systems. If there are
Nonlinear loads on systems it is necessary to redefine the electrical parameters.

Total Harmonic Distortion THD is a common measurement of the level of harmonic distortion present
in power systems. THD is defined as the ratio of total harmonics to the value at fundamental
frequency. THD; and THDy, values can be calculated with using following equations, [20] .

Total current harmonic distortion can be expressed as,

/ ez ln®
Iy

THD, = (D
Total current harmonic distortion can be expressed as,
\ /Z?{Lz V,?
THD, = ~—— (2)
Vi

Harmonic currents causes the voltage drop across the impedance of the electrical system. This voltage
drops are added fundemantal voltage and this causes voltage distortion or an increase in effective
voltage. One of the major effects of power system harmonics is to increase the current in the system.
Non sinusoidal power system currents (harmonic currents) causes a distortion of voltage waveform..
Therefore, power quality distortion and the resonance risk in the system is increasing. Therefore, this
study focused on the current harmonics. In the next section THD; measurements locations and the
THD; measurement values are given.

2.2 Power systems harmonics measurement

Manisa's energy distribution system is supplied from different transformer centers. The input voltage
of distribution system is 154 kV. 154 / 34.5 kV transformers are used to turn voltage value to 34.5 kV
in secondary distribution bus. THD, values was measured at the 34,5 kV side of the transformer. THD;
values taken from residential areas and industrial zones are used in the ANN model to harmonic
estimation. Single-line diagram of the distribution system is given in Figure 1. Residential areas
THD; measurements are given in first section, industrial zones THD; measurements are given in
second section .
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ENERGY DISTRIBUTION SYSTEM

154 kv
154/34.5 kv 154/34.5 kV 154/34.5 kv 154/34.5 kV
MANISA1 MANISA2 MANISA3 INDUSTRIAL ZONE

Figure 1. Single-line diagram of the energy distribution system

2.2.1 Harmonic Measurements in Residential Areas. Single-line diagram of the Residential Areas
distribution system is given in Figure 2. Six different power line are connected to Manisal distribution
line. Main transformer transforms the voltage from 154 kV to 34,5 kV, secondary distribution
transformer transforms the voltage from 34,5 kV to 400 V. THD, values was measured at the 34.5
kV side of the transformer. These measured THD; values have been used by ANN for training and
testing purposes. The load current and THD; measurements were recorded 24 hour period.

MANISA 1
154 kv
154/34.5 kV%| MAIN DISTRIBUTION TRANSFORMER
MEASUREMENT
POINT

34.5kV

34.5/0.4 kv 34.5/0.4 kv 34.5/0.4 kV% 34.5/0.4 k\,r|_’é5| 34.5/0.4 k\‘,'|_’é§| 34.5/0.4 kV|_’é§|

CAGLAYAN ESKi TURGUTLU FIDER 8 MUESSESE 1 RADIYE SARUHANLI

Figure 2. Single-line diagram of the Residential Areas energy distribution system

2.2.2 Harmonic Measurements in Industrial Zone. Single-line diagram of the Industrial zone
distribution system is given in Figure 3. Four different power line are connected to Industrial zone
distribution line. Main transformer transforms the voltage from 154 kV to 34,5 kV, secondary
distribution transformer transforms the voltage from 34,5 kV to 400 V. THD; values was measured at
the 34,5 kV side of the transformer. These measured THD; values have been used by ANN for
training and testing purposes. The load current and THD; measurements were recorded 24 hour
period.

INDUSTRIAL ZONE

154 kv
MAIN DISTRIBUTION TRANSFORMER
154/34.5 kv MEASUREMENT
POINT
34.5 kv
34.5/0.4 kV 34.5/0.4 kv 34.5/0.4 kv 34.5/0.4 kv
FEEDER 1 FEEDER 2 FEEDER 3 FEEDER 4

Figure 3. Single-line diagram of the Industrial zone energy distribution system
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3. SIMULATION

The backpropagation algorithm is used in layered feed-forward ANNs. This means that the artificial
neurons are organized in layers, and send their signals “forward”, and then the errors are propagated
backwards. The network receives inputs by neurons in the input layer, and the output of the network is
given by the neurons on an output layer. There may be one or more intermediate hidden layers. Each
layer of processing elements are connected to the lower layer all operating elements. Also, the same
layer there is no connection between the processing elements. Layers except for the input layer is
responsible for processing information. [21].Artificial neural networks are the method that commonly
used in harmonic analysis. Modeling of non-linear loads, learning and the ability to generalize and the
adaptability for different problems are ANN s important features.

The most important features in the ANN’s that determine the behavior of neurons is the neuron
activation function Artificial neural networks are divided into three parts.

1. Input Layer
2. Hidden Layer
3. Output Layer

The number of input neurons, hidden layer neurons and the output layer neurons are determined
according to the the parameters to be estimated.

Input layer neurons receive the input data and send this data to the hidden layer neurons. ANN used
for estimation purposes, the most important performance is the accuracy of estimation. According to
Makridakis and others commonly used error values were determined by the following formulas. Y to
show the value of the real observation, F to show the value generated by the model [22], [15],

Estimation Error
e=Y-F 3)

the average error

1

" i=1€i “)
can be written with the above formulas. The average absolute error

CYLale )
The percentage error f,—z * 100 (6)

can be written with the above formulas.

ANN gives better results than linear model in estimations (Gonzales, 2000) [23]. Different programs
are used for the ANN model. In this study, the MATLAB program was used for the ANN model.
Tansig and purelin have been used as an element of neuronal activation in the program.The
measurements from residential areas and industrial zones and THD; estimation results are shown in
table form in the next sub-section.

3.1 Residential areas

The residential areas load current measurements and THD; values are shown table 1. Measured data
between 1 and 14 were used to train the ANN, and the data between 15 and 25 were used to test the
ANN. Measured Load Current ( I;) values were used as the input, the THD; values were used as the
output in the ANN model. THD; values were estimated with this ANN model.
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Table 1. Measured Load Current (1) and THD; values

= E = E = E A
Z = T | Z = T | Z = an
He| z| =|Egx zl =[xl z| =
2 m s =) 2 m m =) E m m o)
&j m ~ m E m ~ 0 m ~ m
S =2 ~ S 22 Eﬂ = [ [~
w2 @) 175} 95 @) 175} w2 @) 175}
5 Z A < § Z A < § Z A Z
m m m
= | 3| == S| == S| =
— | s
1 370 | 8.4 10 465 6,8 19 477 | 5,8
2 330 | 8.7 11 470 | 6,6 | 20 | 448 | 6.8
3 270 | 11,2 12 480 6,7 21 410 | 7,8
4 250 | 12 13 490 6 22 | 360 9
5 240 13 14 475 5,8 23 260 | 12,2
9 447 7 18 440 7,1 24 300 | 11,8
6 220 | 18 15 238 [ 13,8 | 25 | 380 | 8,4
7 290 | 11,8 | 16 | 465 | 6,2
8 365 | 8.8 17 425 7

As a result of experiment ANN with two hidden layers provide the appropriate values for THD,
estimation in Residential areas. Therefore, for the Residential arcas ANN model with one input, two
hidden layer, one output was used. 5 neurons were used in the hidden layer. ANN model reaches
required error rate value in 227 iterations and gives the estimated value of THD;. ANN model

parameter values are shown in table 2.
Table 2. ANN model parameter values

Parameter Value
Number of Input layer neuron 1
Number of Input layer neuron 1
The number of Hidden Layers 2
The number of neurons in Layer 1 5
The number of neurons in Layer 2 5
Layer 1 activation function tansig
Layer2 activation function tansig
Maximum iteration number 3500
Error limit 1.00e-15

ANN model has been shown in Figure 4. As seen from Figure 8, ANN model has 1-input, 2 hidden
layers and one output layer . The neurons in the hidden layer of the ANN model has no connection
between themselves and establish connections with the other layer neurons. THD; estimation has

been done withthe proposed ANN model.

Figure 4. ANN model with One input layer, two hidden layer, one output layer.
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Table 3. % error, measured THD,, estimated THD; values.
= 2 = 2
Z Tz |a 4 | a
o = = =2 | = = &
2@l a |E=| O |2&@| a |F=| O
ol <Aa é = o < Aa §
S| % |5E S| 2 |5E
«x »n =~ e | 7 = e
< Z < n X |«eZ < w0 =
= = = = = =
= = = =
15 13,8 | 13,2 | 4,54 | 21 7,8 | 8,08 | 3,46
16 6,2 6,8 | 8,82 | 22 9 8,2 9,75
17 7 7,01 | 0,14 | 23 12,2 | 11,44 | 6,64
18 7,1 6,99 | 1,57 | 24 | 11,8 | 11,42 | 3,32
19 5,8 | 553|488 25 8,4 7,7 | 9,09
20 6,8 |699 | 2,71

Table 3 gives the information about % error, the measured THD; values, THD; values estimated by
ANN. The THD values in this table are used for testing the ANN. % Error value is expressed as
percentage of the difference between the measured THD, and estimated THD; .

26 error
26 ERROR
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Figure 5. The % error between measured THD; and ANN THD, values.

Figure 5 shows the % error between THD; and ANN THD; values. First estimation error value is
4,54 % . Error value is then increased and reached to 8.4%. In third estimation error value has dropped
to 0%. Estimated error value increased again in the 4th and 5Sth estimations, and reached to the value
of 1.5% and 4.8% respectively. 6th estimate error value has decreased to 2.7%. In 7th and 8th
estimates, error values have taken 3.4% and the highest error value 9.75% respectively. Then the
error has taken the value of 6.6% in 9th estimation, 3.3% in 10th estimation, and 9% in 11th
estimation. The highest estimation error in test data is 9.75%. in 9 numbered estimation. The lowest
estimation error in test data is 0.14% in 3 numbered estimation. The avarage error for Residential
areas is 4,99%. This indicates estimation has been done with the 95.01% accuracy.

3.2 Industrial Zone

Measured three-phase current (I;) and THD, values from Industrial Zone are shown in table 3. These
values were used in order to train ANN. The I; values were used as the input, the THD; values
were used as the output in the ANN model. THD; values were estimated with this ANN model.
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Table 4. Measured three-phase current (I,) and THD, values
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2 202220542062 84 | 84 | 8.1 | 14 [232,7[233,9]2357] 63 | 6.1 | 6.1
3 [2105]2116]216,1 | 88 | 8.8 |86 | 15 [237,7[236,5]2358] 64 | 62 | 63
4 |2226]2242] 227 [ 79| 77| 78| 16 [2385[237,8|241,1] 53 | 53 | 5.1
5 [2074]204,7(2103] 97 | 10 | 95| 17 [2137]213.1|216,7] 71 | 7 | 6.8
6 | 199 11992] 201 | 9 | 9 |85 18 [2059] 205 [2072] 76 | 73 | 74
7 [203,3]12058[207,8| 83 |83 | 78| 19 [191,1[189,8]190.8] 85 | 83 | 8.1
8 [191,6]189,5[1922]95 |94 |88 | 20 |1935]1972[1974| 81 | 75 | 74
9 [2418]240,6[2445]| 72 | 71| 69| 21 [2148]216,6]2202| 82 | 81 | 7.8
10 [251,1]252,6| 255 [ 65| 64 | 64| 22 [2197] 219 [2242] 74 | 72 | 72
11 |249,8(2499]2534]59 |59 [57] 23 |2151]2154(2206] 82 | 8 | 7.9
12 |252,6(252,6]2573] 73|73 | 7

Table 4 indicates three phase load current and THD; measurements. Measured data between 1 and
15 were used to train the ANN, and the measured data between 16 and 23 were used to test the
ANN.As a result of experiment ANN with two hidden layers provide the appropriate values for
estimation in Industrial zone. Therefore, for the Industrial zone ANN model with 3 input, 2
hidden layer, 3 output was used. 5 neurons were used in the hidden layer. ANN model, reaches
required error rate value in 730 iterations and gives the estimated value of THD;. ANN model

THD,

parameter values are shown in table 5.

Table 5. ANN model parameter values

Parameter Value
Number of Input layer neuron 3
Number of Input layer neuron 3
The number of Hidden Layers 2
The number of neurons in Layer 1 5
The number of neurons in Layer 2 5
Layer | activation function tansig
Layer2 activation function tansig
Maximum iteration number 1000
Error limit 1.00e-15
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Figure 6. ANN model with 3 input layer, 2 hidden layer, 3 output layer.

ANN model has been shown in Figure 6 As seen from Figure 11, ANN model has 3 input, 2 hidden
layers and 3 output layer . The neurons in the hidden layer of the ANN model has no connection
between themselves and establish connections with the other layer neurons. THD; estimation has
been done with the proposed ANN model.

Table 6. % error, measured THD,, estimated THD; values.
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Table 6 gives the information about % error, the measured THD; values and THD; values estimated
by ANN. The THD;1, THD,;2 , THD,3 values in this table are used for testing the ANN. % Error
value is expressed as percentage of the difference between the measured THD; and estimated THD, .

Figure 7. The % error between measured THD; and ANN THD; values for 3-phase system.

Figure 7 shows the % error between THD; and ANN THD; values for 3 phase system. First
estimation error value for THD;1 is 0 % . Error values is then increased and reached to 4% and 8% .
In 4th estimation error value has dropped to 1%. Then the error value has taken the values of 3.8%,
1.8% and 5.1% respectively. 8th estimation error value has taken a value of 0%.

First estimation error value for THD;2 is 0 % . Error values is then increased and reached to 4% and
11% . In 4th estimation error value has dropped to 1%. Error value, reached maximum value in the
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fifth estimation and it has taken a value of 14 %. Then the error value has taken the values of 2.8%,
8.8% and 6.6% respectively.

First estimation error value for THD,3 is 3.7 % . Then the error value decreases and increases in very
small range. Error value, reached maximum value in the 4th estimation and it has taken a value of 6.5
%. Then, the error has declined to 3.9 and 1 values respectively. Error values is then increased and
reached to 4% and 4.8% values in 7th and 8th estimations.

For THD;1 the highest estimation error in test data is in the 3 numbered estimation with the value of
8.4% . The lowest estimation error in test data is 0% in 1 and 8 numbered estimations. The avarage
error for THD,1 is 3,04. This indicates that the estimation has been done with the 97 % accuracy.

For THD,2 the highest estimation error in test data is in the 5 numbered estimation with the value of
8.7% . The lowest estimation error in test data is 0% in 1 numbered estimation. The avarage error for
THD,2 is 6,01%.This indicates that the estimation has been done with the 94 % accuracy.

For THD,3 the highest estimation error in test data is in the 4 numbered estimation with the value of
6.5% . The lowest estimation error in test data is 1.01% in 6 numbered estimation. The avarage error
for THD,;3 is 3,98%..This indicates that the estimation has been done with the 96 % accuracy.

4. CONCLUSION

In this study, values may occur in the power distribution system were estimated by ANN model.
Analysis and research by using ANN have indicated that ANN accurately estimates THD; values.
With this proposed method, harmonics which is one of power quality problem can be estimated
previously to improve power quality. Especially harmonic analysis and the estimation is very
important in distribution system. Because of the harmonic distortion the losses and the various defects
occur. Harmonics is adversely affects power quality because of this type of effect. THD; values are
estimated with a high accuracy by ANN algorithm. The values measured from the energy distribution
system have been used by ANN for training and testing purposes. THD; estimation by ANN model
was determined close to real THD; value. This indicates that proposed method can be used to
estimate THD; values. According to this estimated THD; value, the required filter parameters are
determined and applied to a power distribution system. In this way, by reducing the harmonic values,
a considerable increase in power quality can be provided. With the proposed ANN THD; estimation
model, power quality equipment can be preselected while the energy distribution systems planning.
ANN THD, estimation model, also be used in other systems with the purpose of THD,
estimation.
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ABSTRACT

In this study, the constraints and requirements for the analysis are determined during
the cantilever beam model by using 7 different lenghts and 4 different profiles with
7 different loads. The materials used in this study are 61 types. The bending stresses
on a cantilever beam model are calculated. The results of empirical model are
compared with the results of Regression Analysis (REGA), Finite Element Analysis
(FEA), Artificial Neural Network (ANN) Model. In this work, four different
methods are used to shown maximum deflection at the bending stresses and tested
the accuracy of emprical model. The ANN model gives the best results. The
Statistical error analysing methods are used to compare the empirical results and
ANN predictions. The Levenberg-Marquardt (LM) learning algorithm is used the
ANN with 9+11+15 three hidden layers to produce Absolute Fraction of variance R
values approximately to 1 and the mean % errors and Root Mean Square Error
(RMSE) values are found to be very low. It can be used ANN model instead of
empirical model. The ANN with an acceptable accuracy is used to determine
maximum deflection at the bending stresses. This study shows that ANNs can be
used as an alternative method to determination maximum deflection of bending
stresses on beams.

Keywords — beam, bending stress, regression analysis, finite element analysis,
artificial neural network

1. INTRODUCTION

Large development that happens in computer technology leads to the use modelling techniques in
scientific research extensively in present. Computational based approaches are use during
Artificial neural networks [1]. The name “artificial neural networks” describes the hardware or
software simulators, which are realizing semiparallel data processing. They are built from many
mutually joined neurons and they imitate the work of biological brain structures [2]. To achieve
good performance, they employ a massive interconnection of simple computing cells referred to as
‘Neurons’ or ‘processing units’. Hence a neural network viewed as an adaptive machine can be
defined as A neural network is a massively parallel distributed processor made up of simple
processing units, which has a natural propensity for storing experimental knowledge and making it
available for use [3,4].

The employment of mechanical models in statistics has a long history [5]. Mechanical
contrivances of all sorts have been brought to bear on a plethora of statistical concepts [6]. In
particular, mechanical models for linear regression have been proposed [7]. Although of primary
utility as conceptual devices [8], machines have actually been built for mechanically constructing
Regression lines.

Numerical methods provide a general tool to analyze arbitrary geometries and loading
condition. Among the numerical methods, Finite Element Analysis (FEA) has been extensively
used with success; however, this kind of analysis requires the generation of a large set of data in
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order to obtain reasonably accurate results and consumes large investment in engineering time and
computer resources [9]. FEA gives accurate solutions through the using of engineering analysis
and depends on FEA in the applications of mechanical engineering by using developed computer
program [10], because direct connection with computers through mathematic equations and steps
of running. To built cantilever beam model there are many software programs (Mark, Msc,
ANSYS, Abaqus) are used and stored in the computers, in this study ANSY'S program is used, and
analyze this program which does not take much time for analyzing accomplishment [11].

This study has a new perspective to determination maximum deflection of a cantilever beam,
and contains four different methods are emprical results, Regression Analysis (REGA), FEA and
Artificial Neural Network (ANN) model. This study has put in to reveal the deviation of empirical
model, FEA, ANN model and REGA. All models have been compared with each other.

2. MATERIAL AND METHOD
There are 61 types of materials are used to built cantilever beam model with use four methods are
Emprical, REGA, FEA and ANN Model.
2.1 Determination of material properties

Axial force is applied to a cantilever beam, as shown in Figure 1. The Lenght of the cantilever
beam is L and the applied axial force is F.

Figure 1. Model of cantilever beam and direction of forces

Eqs (1-4) are used for derivation of deflection (8). Eq (5) is used to calculate maximum
deflection §,,,, Where M is bending moment, £ is modulus of elasticity and / is moment of inertia:

Myg = (F.X) —M )]
y~ = 6 ==[[(F.X) - Mldx )
5= - MX+¢) 3)
V7= e = g~ X + Gy @

Where C; ,C, =0 and X = L we obtain Eq (5)
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1 FL3 MIL?
Smax - (5)

e =

The four different profiles of cantilever beam which are used in this study depend on cross
section are of cantilever beam: first profile is circular and depend on diameter of cantilever beam,
the second profile is cylindrical depend on outer diameter and inner diameter of cantilever beam,
square profile is the third type and depend on equal width of cantilever beam and the fourth profile
is rectangular depend on height and width of cantilever beam. These profiles are built with
different dimensions Table 1 and after that the axial forces are applied with different values to

obtain the results.

All of the profiles for cantilever beam can be seen at Table 1:

Table 1. Profiles for cantilever beam [12]

Profile Types Length | Diameter | Force
(Circular profile) (L-mm) (D-mm) (F-N)
Y 30
— 50 50 1000
100 100 1500
200 150 2000
300 200 5000
500 240 10000
750 230 15000
1000 300 20000
Profile Types Length | Diameter | Thickness | Force
(Cylidrical profile) (L-mm) | (D-mm) (S-mm) (F-N)
I 50 18100 ig 1000
! 100 160 24 1500
' ) 200 190 13 2000
oX & 300 5000
200 30
500 240 30 10000
' ~$ 750 320 40 15000
1000 400 40 20000
Profile Types Length Width Force
(Square profile) (L-mm) | (a-mm) (F-N)
50 425 1000
; 100 8 1500
200 14 2000
300 16 5000
500 25 10000
750 45 15000
1000 65 20000
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Profile Types Length Width Height Force
(Rectangular profile) (L-mm) | (b-mm) | (h-mm) (F-N)
2 3

50 1000
100 4é5 6i725 1500
200 14 )1 2000
300 16 24 5000
500 10000

25 37.5
750 45 67.5 15000
1000 65 975 20000

2.2 Regression Analysis

Regression analysis is performed for the modeling and analysis of several variables where there is
a relationship between a dependent variable and one or more independent variables. The
correlations between the parameters applied force and dimensions of cantilever beam (lenght,
outer diameter, inner diameter, width and height), the output of maximum deflections are obtained
by multiple linear regression. Through the backward elimination process, the final quadratic
models of the response equation in terms of actual deflection are presented as follows (Eq. 6):

Deflectionpzgi= (1E — 08x2) + (8E — 08x) + (6E — 06) (6)

The coefficient of determination (R’) defines the correlation between experimental and
predicted results. The differences between the real responses which were measured after the
experiments and the estimated responses that were calculated with the above equation is given.
This REGA was presented [13]. This model has R’= 0.986425125.

ANOVA helps in formally testing the significance of all main factors by comparing the mean
square against an estimate of the experimental errors at specific confidence levels [13]. The
optimal combination of process parameters was predicted by both S/N and ANOVA analysis. The
ANOVA results obtained for maximum deflections according to parameters at the confidence level
of 95% was performed.

The ANOVA table is a widely used model which tests the significance and interactions of the
factors and the suitability of the model [14]. The F-Test is calculated in order to show by what
amount the test results are affected by the control factors. In the ANOVA table, when “Prob > F”
is less than 0.05, the control factors and their interactions are significant [15].

2.3 Finite Element Analysis(FEA)

Cantilever beam with circular, cylindrical, square and rectangular profile are used 3D to built the
models using Finite Element Analysis (FEA) method. Study of parameters are different for four
profiles. The first step of the model determination of mesh optimization (Fig. 2). This optimization
has continued until the FEA results. After the determination of mesh model, different axial forces
applied the on varried cantilever beam that have different dimensions sistematically. Then the
values of maximum deflections for Cantilever models are collected and classified according to
model dimesions and applied force. Then anaysis of models for obtaining the results in Fig. 3 to
compared with the empirical results

The elastic stress and strain fields of FEA are systematically investigated using 3D FEA
method. It is found that the maximum stress and strain do always occur on the fixed part of
cantilever beam. The maximum deflections of the cantilever beam model are different and depend
on type of material, these deflections increase with increasing of length and decrease with
increasing the cross section area. The contour of deflection is showed that minimum of deflection
is being on fixid part and equal zero then it starts to increase gradually until reachs to maximum
value at point of force F.

A parametric FEA model has been developed for determination of deflections in a circular
cantilever beam. First step was mesh optimisation for workpiece. Lenght, diameter and applied
force have been choosen as analysis parameters from Table 1. Different mesh types and number of
elements have been checked to optimise mesh for the model. After that different bending forces
have been applied the model. These model results have been compared with analytical solution,
many analysis have been performed using FEA model using ANSYS software. Empirical results
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have been collected and classified. FEA results have been compared with the others models. These
models were emprical model, REGA, ANN model and the FEA model.

Figure 2. Mesh elements Figure 3. Deflections of beam

2.4 Artificial Neural Network (ANN) Model

A neuron is the basic element of neural networks and depending on its duties its shape and size
may vary. Analyzing a neuron in terms of its activities is important, since understanding the way it
works also helps us to construct the ANNs. An ANN may be seen as a black box which contains
hierarchical sets of neurons (e.g., processing elements) producing outputs for certain inputs [16].

Each processing element consists of data collection, processing the data and sending the results
to the relevant consequent element. The whole process may be viewed in terms of the inputs,
weights, the summation function, and the activation function in Fig. 4 [17].

Figure 4. Basic artificial neural network model [16]
According to the figure 4, we have the following:
I. The inputs, are the activity of collecting data from the relevant sources.

II. The weights, control the effects of the inputs on the neuron. In other words, an ANN saves its
information over its links and each link has a weight. These weights are constantly varied while
trying to optimize the relation in between the inputs and outputs.

III. Summation function, is to calculate of the net input readings from the processing elements.

IV. Transfer (activation) function, determines the output of the neuron by accepting the net input
provided by the summation function. There are several transfer functions f like summation
function. Depending on the nature of the problem, the determination of transfer and summation
function are made. A transfer function generally consists of algebraic equations of linear or
nonlinear form [18]. The use of a nonlinear transfer function makes a network capable of storing
nonlinear relationships between the input and the output. A commonly used function is sigmoid
function because it is self-limiting and has a simple derivative. An advantage of this function is
that the output cannot grow infinitely large or small [19].

V. Outputs, accept the results of the transfer function and present them either to the relevant
processing element or to the outside of the network.
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The functioning of ANNs depends on their physical structure. An ANN may be regarded as a
directed graph containing a summation function, a transfer function, its structure, and the learning
rule used in it. The processing elements have links inbetween them forming a layer of networks. A
neural network usually consists of an input layer, a number of hidden layers, and an output layer
[17].

In this study, the training and test data have been prepared using emprical patterns The data
were obtained according to study parameters that has 83000 lines. Among them, 209 patterns each
profile shape have been randomly selected and used as the test data. About 30% data were used as
test data, 70 % data were used training data. Lenght, width, thickness, diameter and applied force
were used as input-layer, LM algorithm and MLP (Multi Layer Perception) were used in the ANN
model Deflection was used as output-layer of the ANNs. In the ANN model, tansig, logsig and
purelin transfer functions have been used and expressed as follows in Eqs (7-10):

NET= Z WX, + W, (7)

a = tansig (n) = (1+ez—‘2“) -1 ®)
. 1

a = logsig (n) = T ©)

a = purelin (n) (10)

where NET is the weighted sum of the input. Input and output values (0) are normalized between 0
and 1. n: Number of processing elements in the previous layer.

Generally, there are three different learning strategies. Firstly, the trainer may tell the network
what it should learn (supervised learning), secondly, the trainer may indicate whether or not the
output is correct without telling what the network should learn (reinforcement learning), and
finally, the network learns without any intervention of the trainer (unsupervised learning). The
learning set consists of the inputs and the outputs used in training the network. The required
outputs take place in this set in the case of supervised learning, while in other cases, they are not
found in it [17]. In our case, we have used supervised learning approach.

Since the number of neurons found in the input and output layers are known, the best
performance of the network with the number of hidden layers is determined using trial error
method. Using limited number of neurons with limited number of hidden layers causes lesser
learning, while increasing these numbers too much, decreases the speed of learning, and in some
cases prevents the learning entirely. Usually, an algorithm is used for the learning process, this
algorithm determines the weights. There are various learning methods using these strategies [17].
The back propagation learning algorithm has been used with Scaled conjugate gradient learning
algorithm (SCG) and Levenberg marquardt learning algorithm (LM) versions at the training and
testing stages of the networks [20]. The computer program has been developed under MATLAB
[21]. In the first step of the training, a determination of the learning algorithms is made. The
number of hidden layers and the number of neurons for each hidden layer are determined. Then,
the number of iterations are entered by the user, and the training starts. The training continues
either to the end of the iterations or reaching the target level of errors. Fig. 5 illustrates the ANN
predictions against the emprical results.
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Figure 5. The ANN predictions against the emprical-based results.

3. TESTING THE ACCURACY OF REGRESSION ANALYSIS AND ANN-
BASED

In order to understand whether a multiple regression analysis or an ANN is making good
predictions, the test data which has never been presented to the network is used and the results are
checked at this stage. The statistical methods of Root Mean Square Error (RMSE), Absolute
fraction of variance (R’), and Mean Error Percentage (MEP) values have been used for making
comparisons [16,22,23]. The same data obtained from the regression analysis is used to determine
the mentioned values.

These values are determined by the following Eqs (11-13):

RMSE =[(1/p)z zjojzj (11)
AN (12)
R>=1- W

"% 00
MEP :’[’/p] (13)

where 7 is the target value, o the output, and p the number of samples.

Using the trial error method, the structure of the network (i.e. the number of neurons and
hidden layers) is altered and the training operation is repeated. To be able to get accurate results
we have used two hidden layers and for each hidden layer we have changed the number of neurons
used at each hidden layer (e.g. from 5 to 150) to get the best network in terms of the statistical
errors that it provides.

4. RESULTS AND DISCUSSION

In this study we have composed the emprical solution and network predicted deflection results for
the cantilever beam statistical error analysing methods. As presented in Table 1 the statistical error
levels for both training and testing data sets are evaluated. As the Table 2 illustrates the network
with three hidden layers of 4+9+11+15+1 neurons at each layer has provided the best results (Fig.
6).
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Following, the ANN model as illustrated in Fig.6 set up using 4 neurons for the input layer and
with 9+11+15 processing elements at three hidden layers and finally 1 neuron are used at the
output layer. The represantation of knowledge is accomplished by the weights inbetween the
layers.

In terms of the statistical error analysis methods, using Levenberg-Marquardt (LM) learning
algorithm techniqe for maximum deflection, the mean error value for the training data set is
% 0.199322746 while for the testing data it becomes % 0.091683771 (Table 2).

Analysis results have been collected and classified according to the 7 different lenghts of the
cantilever beam (L), four different profiles with 61 type of material and the applied 7 different axial
forces (F). FEA results have been collected according to circular profile, 7 different lenghts of the
cantilever beam (L) with 11 modules of elastisty and applied 7 different axial forces (F), maximm
deflection results have been compared with the others models, these models were Emprical model,
Regression Analysis (REGA), Artificial Neural Network (ANN) model.

This optimization has continued until the FEA results and emprical solutions close to each
other. Maximum deflections on the circular cantilever beam are collected and classified according
to model dimensions and applied force. Then FEA have been performed and compared with the
emprical results.

Figure 6. ANN architecture with 9+11+15 processing elements at three hidden layers.

Table 2. Comparison of ANN model, REGA model and FEA with emprical solution using
statistical error analysing methods for the cantilever beam model

Absolute Fraction | Root Mean Square Mean Error
of Variance (R?) Error (RMSE) Percentage (MEP
%)
Deflections nn Test 0.999958163 1.28318.10" 0.091683771
Deflectionsgegression - 0. 986425125 2.98194.10° 0.942807101
Deflectionsgga - 0.999894866 2.01916.10° 0.124531710

Fig. 7 shows relation between deflections (&) and Modulus of Elasticity (E) for circular profile
type (L=50mm, A=757mm?). This graphs emphasis to variation of deflection. When Modulus of
Elasticity (£) increases, deflection decreases.

180



—+—Empirical (Deflection) —=—FEA (Deflection)
14
12 4
1
B
E o3
c
.2
5]
o 0.6 4
=
7]
(a]
0.4
0.2
0
O 0O 0000000000000 0 9009000 9O 9O
O O O OO OO0 O OO0 0666 &S
S O OO0 OO0 0000060 OS o666 o
M M 0 0 O VW VW O O W d N wnm © © O O « « O OO O O
0 00RO O OO O OO0 00 00 A dddodddod
I = A A HdA H AN AN AN AN AN AN AN AN AN AN NN AN AN NN
Elasticity Modulus (N/mm?2 - MPA)
Figure 7. Depend on Displacement to Modulus of Elasticity Diagram (circular
profile type, L=50mm, A=757mm’)
5. CONCLUSIONS

In this study, the application of regression analysis, ANN and FEA on the emprical deflection
values were compared and discussed. This study was revelead some inaccuracy in Emprical model
and FEA. The developed models which are limited with their boundary conditions are compared in
terms of the prediction accuracy to deflection. For a long time, modeling techniques have been
developed for prediction of the deflection. From the results of this study, the conclusions are
drawn. It is concluded that ANNs can be used as an alternative method to determination of
deflection for cantilever beam.
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ABSTRACT

In this study, the constraints and requirements for the analysis of the cantilever beam
model are determined. According to 7 different lengths, 6 different profiles, 7
different cross sectional areas, 6 different loads and 60 different materials, the
tensile and compressive stresses on a Cantilever Beam Model are invegistated. The
empirical model is compared with the Regression Analysis (REGA), Finite Element
Analysis (FEA), Artificial Neural Network (ANN) Model. The tensile and
compressive stresses are modelled with 4 different methods and tested the accuracy
of empirical model. The best results are obtained using ANN model. The empirical
results and ANN predictions are compared by using statistical error analysing
methods. The ANN with 9+9+11+17 processing elements (i, j) at four hidden layers
using Levenberg-Marquardt (LM) model produce Absolute Fraction of Variance
(R?) values approximately to 1 and the mean % errors and (RMSE) values are found
to be very low. ANN model can be used instead of empirical model. The tensile and
compressive stresses are determined by the ANN with an acceptable accuracy. It is
concluded that ANNs can be used as an alternative method to determination of
stresses on beams.

Keywords — beam, tensile and compressive stress, regression analysis, finite
element analysis, artificial neural network

1. INTRODUCTION

The computer modelling techniques are used in scientific research extensively in present. Artificial
neural networks has been introduced in order that computational based approaches are involved
[1]. Artificial neural networks (ANN) are proposed with reference to the principles of human brain
and it can produce solutions for complicated systems thanks to its features such as learning and
parallel operation in a short time [2]. ANN are used widely at the present time and have
applications such as classification, estimation, controlling systems, optimization, decision making.
In recent years, use of ANN for modelling and estimation has increased [3-6].

Back propagation neural networks applications are examined for analysing of these problems:
(1) bending analysis of elastoplastic beams, (2) elastoplastic plane stress problem, (3) estimation
of fundamental vibration periods of real buildings, (4) detection of damage in a steel beam, (5)
identification of loads applied to an elastoplastic beam. Regularization about neural network and
application to estimation of concrete fatigue durability is discussed [7].

The flexural vibration in a cantilever beam which has a transverse surface crack is examined.
The modal frequency parameters are calculated using fracture mechanics. The frequency values
obtained are used to train a neural network to determine the crack location and depth [8]. For a
castellated steel beam tending to buckling, load carrying capacity is calculated by nonlineer finite
element method and failure condition is examined. An empirical model is also proposed to
estimate critical load. Other alternative methods are traditional back-propagation (BP) neural
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network and adaptive neuro-fuzzy inference system (ANFIS) are used. All of these methods are
compared and ANFIS and neural network give the best accuracy [9].

A efficiency technique for calculating stress intensity factors is provided. Cantilever beam with
finite width strip with central crack and a pin loaded circular hole with radial cracks are used.
Consequently, numerical results and finite element analysis results have close agreement [10]. The
large displacement behaviour of tapered cantilever beams subjected to end forces is studied by the
finite element method. A finite element formulation derived and used. The numerical results show
that the finite element formulation give the accurate results. The effect of the material
inhomogenity, taper ratio, and taper type on the large displacement are also pointed out [11].
Functionally graded cantilever beam is subjected to bending, shear force and pressure,
respectively. Plane stress case is assumed and airy stress function is used. Elastic solutions for the
beam are obtained. Effect of nonhomogeneous materials with different modulus on the elastic field
in a cantilever beam is highlighted [12]. It is also available research about a proposed standard set
of problems to test finite element accuracy, and finally it can be seen that the tests are able to
display most of the parameters which affect finite element accuracy [13].

The stress intensity factor is calculated with an analytical method for cracked steel I-beams
under both bending moment and axial load. The fatique and fracture behavior of the steel I-beam
are examined. These analytical results and the other results in the literature are compared [14].

This study has a new perspective to determination of tensile and compressive stresses of a
cantilever beam. These study contains four different methods different from past studies that are
empirical results, Regression Analysis (REGA), Finite Element Analysis (FEA) and Artificial
Neural Network (ANN) model. This study has put in to reveal the deviation of empirical model,
FEA, ANN model and REGA to calculate tensile and compressive stresses. All models have been
compared with each other.

2. MATERIAL AND METHOD

Using empirical results, REGA, FEA and ANN Model solutions, the tensile and compressive
stresses are calculated and compared with each other.

2.1 Determination of material properties

Axial load is applied to a cantilever beam, as shown in Fig.1. The Lenght of the cantilever beam is
L and the applied axial load is F.

a) tensile stres b) compressive stress

Figure 1. Model of cantilever beam and direction of loads
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All of the profiles for cantilever beam can be seen at Table 1:

Table 1. Profiles for cantilever beam [15]

Length Area Force
Profile Types (L- mgm) (4-mm?) (F-N)
50 757 1000
100 1820 1500
200 3340 2000
300 5330 5000
500 7770 10000
750 10700 15000
1000 14700 20000
50 764 1000
100 1640 1500
200 2850 2000
300 4590 5000
500 7270 10000
750 11600 15000
1000 15600 20000
50 2600 1000
100 5430 1500
200 9100 2000
300 13100 5000
500 17100 10000
750 21800 15000
1000 27000 20000
50 112 1000
100 267 1500
200 480 2000
300 1227 5000
500 2754 10000
750 4606 15000
1000 7635 20000
50 185 1000
100 429 1500
200 830 2000
300 901 5000
500 1150 10000
750 2420 15000
1000 2920 20000
50 221 1000
100 492 1500
200 1100 2000
300 2400 5000
500 4230 10000
750 7480 15000
1000 9150 20000
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Table 2 shows mechanical properties of materials used for cantilever beam:

Table 2. Mechanical properties of materials used for cantilever beam [15]

DIN

E, MPa

DIN

NiCrTiAl F100

183000

26NiCrMoV 14

NiCo20Cr15 MoAITi

188000

34CrMo4

X2CrNi 1911

X6CrNi Ti 18 10

X12Cr Ni 25 21

X6CrNi WNb 16 16

X12 CrNiW Ti 16 13

X8CrNiMoVNb 16 13

X2CrNiMo 17132

X6CrNiMoTi 17 122

196000

42CrMo4

9SMnPb28

GS-20Mn 5 N

34Cr AINi7

30 CrMoV 9

21CrMoV 57

23CrMo 5

13CrMo 4 4

X5¢Rnl Ti 26 15

200000

15Mo 3

NiCr13 Mo6Ti3

201000

22Mo 4

X12CrMoS 17 n

205000

23CrNiMo 747

X10CrAl 7

X20CrNi 172

206000

30CrMoNi V5

26Ni Cr MoV 11

St50

210000

20CrMo NiV 4 7

GS-C 25

ST33

ST50-2

St37-2 K

St-37.0 N

St52-3 N

Cl5G

15CrNi6

C35

20Mn S5V

Ck 35

30CrNiMo8

34CrNiMo6

28NiCrMoV 8 5

211000

21CrMo V511

St35 BK

St35 GBK

10CrMo 9 10

St35.8

Ck 75 H+A DIN

St 22

211000

G-X22CrMo V

X20Crl13

X20CrMoV 121

X12CrNi 21 21

X22Cr MoV 121

X21 Cr MoV 12

219000

NiCo 20 Col8 Ti

226000

In this study, tensile and compressive load effects on the profiles are investigated. Tensile and
compressive loads were applied between 1000 N to 20000 N on the cantilever beam. Poisson ratio
of steel beam is 0.3 and different profile types are selected. For different cross sectional areas (for
example for I profile type; 757, 1820, 3340, 5330, 7770, 10700 and 14700 mmz) and different
lenghts (50, 100, 200, 300, 500, 750 and 1000 mm), it can be observed variation in stress with
reference to results. The results are compared with Empirical Model, Finite Element Analysis
(FEA), Regression Analysis (REGA) and Artifical Neural Network Model (ANN).Tensile stress
can be calculated with Eq (1) and compressive stress can be obtained with Eq (2), strain and
deformation are calculated with Eq (3-4) [15].

Tensile Stress:
i E— v

A: cross-sectional area
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F:load

Compressive Stress:

-F N
Oc A4 mm’ .
Normal Strain: &_= AL, _ O :i mm (3)
L E EA
E: Modulus of Elasticity or Modulus of Young,
Elongation £ >0 or
Contraction /' <0
Equating and solving for the deformation,
F.L
.= ﬂ mm 4

Variation in displacement according to different loads is seen Fig. 2. Increasing load causes more
elongation of cantilever beam.

Load- Displacement relationship
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Figure 2. Variation of Load— Displacement
2.2 Regression Analysis

Regression analysis is performed for the modeling and analysis of several variables where there is
a relationship between a dependent variable and one or more independent variables. The
correlations between input parameters lenght, area, applied force, stress and output parameter
strain are obtained by multiple linear regression. Through the backward elimination process, the
final quadratic models of the response equation in terms of actual strain are presented as follows
(Eq (5)):

Strainggg,= (3E — 09x2) — (2E — 07x) + (7E — 06),  R*=0,9597 %)

The coefficient of determination (R?) defines the correlation between experimental and
predicted results. The differences between the real responses which are measured after the
experiments and the estimated responses that are calculated with the above Eq. 5 is given. This
REGA are presented [16] and this model has R’= 0.9597.

ANOVA helps in formally testing the significance of all main factors by comparing the mean
square against an estimate of the experimental errors at specific confidence levels [16]. The
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optimal combination of process parameters are predicted by both S/N and ANOVA analysis. The
ANOVA results obtained for displacement (4L) according to parameters at the confidence level of
95% is performed.

The ANOVA table is a widely used model which tests the significance and interactions of the
factors and the suitability of the model [17]. The F-Test is calculated in order to show by what
amount the test results are affected by the control factors. In the ANOVA table, when “Prob > F”
is less than 0.05, the control factors and their interactions are significant [18].

2.3 Finite Element Analysis (FEA)

Cantilever beam with different profiles is modelled in three dimensional (3D). In Fig. 3 (a), a
cantilever beam model with I profile can be seen. After modelling, different axial loads are applied
on cantilever beam that has different dimension. The first step of the of mesh optimization is
model determination. This optimization continues until the FEA results and empirical solutions are
close to each other. After the determination of mesh model, different axial loads are applied on
cantilever beam that have different dimensions sistematically. The cantilever beam meshed can be
seen in Fig. 3 (b). Then maximum displacement values on the models are collected and classified
according to model dimesions and applied loads. Then FEA anaysis is performed and compared
with the empirical solution model.

The elastic stress and strain fields of finite element method are systematically investigated
using 3D finite element method. It is found that the maximum displacements of the finite
cantilever beam are different and depend on type of material. The maximum stress and strain
always occur on the fixed part of cantilever beam (Fig. 3 (c) and (d)). Displacement increase with
increasing of length and decrease with increasing of cross sectional area. The contour of stress and
strain are shown at FEA model.

A parametric FEA model is developed for determination of displacements in a cantilever beam
with different profile types. First step is mesh optimisation for workpiece. Length, area and
applied load, profile and material are chosen as analysis parameters. After that different tensile and
compressive loads are applied the model, results are compared with empirical solution. Analysis
results are collected and classified. FEA results have been compared with the others models. These
models were Empirical model, Regression Analysis (REGA) model, Artificial Neural Network
(ANN) model.

a) b)
c) d)
Figure 3. a) Modelling b) Meshing ¢)X component of elastic strain d)Von Mises
Stress
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2.3 Artificial Neural Network (ANN) Model

A neuron is the basic element of neural networks and depending on its duties its shape and size
may vary. Analyzing a neuron in terms of its activities is important, since understanding the way it
works also helps us to construct the ANNs. An ANN may be seen as a black box which contains
hierarchical sets of neurons (e.g., processing elements) producing outputs for certain inputs [19].

Each processing element consists of data collection, processing the data and sending the results
to the relevant consequent element. The whole process may be viewed in terms of the inputs,
weights, the summation function, and the activation function (Fig. 4) [20].

Figure 4. Basic artificial neural network model [19]

According to the Fig.4, we have the following:
L. The inputs, are the activity of collecting data from the relevant sources.

1. The weights, control the effects of the inputs on the neuron. In other words, an ANN saves its
information over its links and each link has a weight. These weights are constantly varied while
trying to optimize the relation in between the inputs and outputs.

1. Summation function, is to calculate of the net input readings from the processing elements.

IV. Transfer (activation) function, determines the output of the neuron by accepting the net input
provided by the summation function. There are several transfer functions like summation function.
Depending on the nature of the problem, the determination of transfer and summation function are
made. A transfer function generally consists of algebraic equations of linear or nonlinear form
[21]. The use of a nonlinear transfer function makes a network capable of storing nonlinear
relationships between the input and the output. A commonly used function is sigmoid function
because it is self-limiting and has a simple derivative. An advantage of this function is that the
output cannot grow infinitely large or small [22].

V. Outputs, accept the results of the transfer function and present them either to the relevant
processing element or to the outside of the network.

The functioning of ANNs depends on their physical structure. An ANN may be regarded as a
directed graph containing a summation function, a transfer function, its structure, and the learning
rule used in it. The processing elements have links in between them forming a layer of networks.
A neural network usually consists of an input layer, a number of hidden layers, and an output layer
[20].

In this study, the training and test data have been prepared using empirical patterns The data
were obtained according to study parameters that has 107605 lines. Among them, 295 patterns
each profile shape have been randomly selected and used as the test data. About 30% data were
used as test data, 70 % data were used training data. Lenght, width, thickness, hole diameter and
apllied force were used as input-layer, LM algorithm and MLP (Multi Layer Perception) were
used in the ANN model Strain was used as output-layer of the ANNs. In the ANN model, tansig,
logsig and purelin transfer functions (f) have been used and expressed as follows (Eqs 6-9):
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NET= D WX, +w, 6)

a = tansig (n) = (H:—_m) - (7
. 1

a = logsig (n) = e ™ (8)

a = purelin (n) 9)

n: Number of processing elements in the previous layer

where NET is the weighted sum of the input. Input and output values (o) are normalized between 0
and 1.

Generally, there are three different learning strategies. Firstly, the trainer may tell the network
what it should learn (supervised learning), secondly, the trainer may indicate whether or not the
output is correct without telling what the network should learn (reinforcement learning), and
finally, the network learns without any intervention of the trainer (unsupervised learning). The
learning set consists of the inputs and the outputs used in training the network. The required
outputs take place in this set in the case of supervised learning, while in other cases, they are not
found in it [20]. In our case, we have used supervised learning approach. Since the number of
neurons found in the input and output layers are known, the best performance of the network with
the number of hidden layers is determined using trial error method. Using limited number of
neurons with limited number of hidden layers causes lesser learning, while increasing these
numbers too much, decreases the speed of learning, and in some cases prevents the learning
entirely. Usually, an algorithm is used for the learning process, this algorithm determines the
weights. There are various learning methods using these strategies [20].

Figure 5. The ANN predictions against the empirical-based results.

The back propagation learning algorithm has been used with Scaled Conjugate Gradient (SCG)
learning algorithm and Levenberg-Marquardt (LM) learning algorithm versions at the training and
testing stages of the networks [23] The computer program has been developed under MATLAB
[24]. In the first step of the training, a determination of the learning algorithms is made. The
number of hidden layers and the number of neurons for each hidden layer are determined. Then,
the number of iterations are entered by the user, and the training starts. The training continues
either to the end of the iterations or reaching the target level of errors. Fig.5 illustrates the ANN
predictions against the empirical results.
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3. TESTING THE ACCURACY OF REGRESSION ANALYSIS, ANN-
BASED AND FINITE ELEMENT MODEL

In order to understand whether a multiple regression analysis or an ANN is making good
predictions, the test data which has never been presented to the network is used and the results are
checked at this stage. The statistical methods of RMSE, R’, and MEP values have been used for
making comparisons [19,25,26]. The same data obtained from the regression analysis is used to
determine the mentioned values.

These values are determined by the following Eqs (10-12):

RMSE =[(]/p)Zt/.—0/.zj (10)
[z ay
t, —o, N
MEP _M (12)
p

where 7 is the target value, o the output, and p the number of samples.

Using the trial error method, the structure of the network (i.e. the number of neurons and
hidden layers) is altered and the training operation is repeated. To be able to get accurate results
we have used three hidden layers and for each hidden layer we have changed the number of
neurons used at each hidden layer (e.g. from 5 to 150) to get the best network in terms of the
statistical errors that it provides.

4. RESULTS AND DISCUSSION

In this study we have composed the empirical solution and network predicted strain results for the
cantilever beam statistical error analysing methods. As presented in Table 3, the statistical error
levels for both training and testing data sets are evaluated. As the table illustrates the network with
four hidden layers of 4+9+9+11+17+1 neurons at each layer has provided the best results (Fig. 6).

Following, the ANN model as illustrated in Fig. 6 set up using 4 neurons for the input layer
and with 9+9+11+17 processing elements at four hidden layers and finally 1 neuron are used at the
output layer. The represantation of knowledge is accomplished by the weights inbetween the
layers.

Figure 6. ANN architecture with 9t9+11+17 processing elements at four hidden
layers
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In terms of the statistical error analysis methods, using Levenberg-Marquardt (LM) learning
algorithm techniqe for Strain, the mean error value for the training data set is 0.002921160% while
for the testing data it becomes 0.003012259% (Table 3).

Table 3. Comparison of ANN model, REGA model, Analtical model and FEA with
empirical solution using statistical error analysing methods for the cantilever beam

model
Absolute Fraction | Root Mean Square I\Pfrigi;g:
. 2
of Variance (R”) Error (RMSE) (MEP %)
Displacement (4L)ann Test 0.999999182 3.6353.10" 0.003012259
Displacement (A4L) regression - 0.9597 2.98194.10" 0,942807101
Displacement (AL) ppa - 0.999739705 2.4984.107"° 0.080527482

Analysis results have been collected and classified according to the lenght of the cantilever
beam (L), area of profile, material and the applied axial load (F). FEA strain results have been
compared with the others models. These models were empirical model, regression analysis
(REGA), Artificial Neural Network (ANN) model.

This optimization has continued until the FEA results and empirical solutions close to each
other. Maximum stresses are collected and classified according to model dimensions and applied
load. Then FEA have been performed and compared with the empirical results.

Variation in strain (¢) according to Modulus of Elasticity (£) can be seen in Fig. 7. Increasing
of E leads to decreasing of € with respect to graph.

=@—>Strain (Emprical)] =~ ——Poly. (Strain (Emprical))
8E-06 y=3E-09x*-2E-07X + 7E-06
7.5E-06 R%2=0.959
S 7E-06
f=
s 6.5E-06 -
& 6E-06
5.5E-06
5E-06
O O O O O 8 O O & O
S S S F S
S e S e P R
Modulus of Elasticity - (Edin) MPa

Figure 7. Variation of Modulus of Elasticity - Strain

According to material type (for different £, relation between displacement (AL) and strain (g) are
shown in Fig. 8. While highest strain rate occurs at E=/83000 MPa, and the lowest strain rate
comes up at E=226000 MPa.
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According to material type, variation of
displacement (AL) - strain (g)
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Figure 8. According to material type, variation of displacement (AL) - Strain (&)
chart (I profile type, L=50mm, A=757mm’)

5. CONCLUSIONS

In this study, the application of regression analysis, ANN and FEA on the empirical displacement
(4L) values were compared and discussed. This study was revelead some inaccuracy in empirical
model and FEA. The developed models which are limited with their boundary conditions are
compared in terms of the prediction accuracy to displacement (4L). For a long time, modeling
techniques have been developed for prediction of the displacement (4L). From the results of this
study, the following conclusions are drawn. The best results were obtained using ANN method. It
is concluded that ANNSs can be used as an alternative method to determination of displacement for
cantilever beam.
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ABSTRACT

Islanding is a situation in which the distributed generation (DG) unit becomes isolated
from the main power system due to inadvertent opening of circuit breakers. Islanding
detection is an ongoing challenge because existing methods are not entirely
satisfactory. This paper presents a novel islanding detection method in which active
and reactive power fluctuations are simultaneously measured in time intervals. To
demonstrate the accuracy and speed of proposed method, a wind turbine is modeled in
Power World Simulator Software and islanding detection time obtaining by proposed
method is compared with the results of other methods.

Keywords —Distributed generation, Islanding detection, Active power, Reactive power

1. INTRODUCTION

Over the past decade renewable energy has been intensively developed and it generates lower
pollution than do fossil fuels and nuclear generation systems. The new paradigm of distributed
generation (DQG) thus increases in technical importance and increases profits globally. In principle,
DG is a small-scale generation unit installed to the load and connected to the grid, for selling or
buying of energy [1]. DG units such as photovoltaic generation, wind power generation, small gas
turbine generation, fuel-cell generation, cogeneration and etc. operate in parallel with power
distribution system. This parallel operation of a dispersed generation unit with the utility distribution
system may bring about some critical problems, that is, difficulties and complications for the reliable
and safe operation of both systems [1, 2]. One of those problems is islanding. The islanding
condition occurs when a portion of the utility system that contains both load and distributed
resources remains energized while it is isolated from the remainder of the utility system. IEEE
standard recommends disconnecting all distributed generators immediately after the formation of
island [3]. Islanding can be intentional or unintentional. Intentional islanding may be due to
preplanned event such as maintenance and in case of an unintentional island, the DG should be
disconnected within 2 seconds after the grid failure [1, 4].

Islanding is generally defined as a situation where the power from utility is off, but one (or more)
sections of the system still continues to have power flow through it as it still being energized by DG.
This sectionalized area is called an island. Unintentional islanding refers to a formation of island
due to faults on the utility side that result in the opening of the circuit breaker in the upper stream of
the grid [1]. Fast and accurate detection of islanding is one of the major challenges in today’s power
system with many distribution systems already having significant penetration of DG as there are few
issues yet to be resolved with islanding. Islanding detection is also important as islanding operation
of distributed system is seen a viable option in the future to improve the reliability and quality of the
supply. Islanding detection schemes are commonly evaluated based on the Non-Detection Zone
(NDZ). The NDZ corresponds to the range of active and reactive load-generation mismatches within
the island in which the islanding detection approach fails to identify the islanding state.
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The islanding detection schemes can be grouped into two categories: remote and local as
shown in Fig. 1.

Figure 1. Classification of islanding detection schemes

Remote techniques are based on communication between the electric utility and the DG units.
Despite the fact that remote techniques are reliable and effective, they suffer high implementation
cost. In multi-inverter systems it is effective but expensive to implement (especially in small
systems) and has a complicated communication technique [2].

Local islanding schemes can further be divided into active, passive and hybrid.

Active methods: They rely on injecting perturbations in the distribution system to facilitate
significant changes in the power system parameters and hence allow easy detection of the island.
Active techniques have small NDZ, but their operation results in degrading the power quality
because they introduce perturbations in the voltage and/or current at predefined intervals which
defeats the objective of having digital-grade power quality attribute as aimed in smart grid [4].

Passive methods: They are based on local measurements of power system parameters at the point of
common coupling of the DG. Passive methods detect islanding conditions by measuring changes in
the electrical quantities at the DG output. Unlike active methods, passive methods are inexpensive,
easy to implement due to reduced complexity and maintain the quality of power [5-7].

Hybrid methods: They are combinations of both active and passive schemes. They introduce
perturbations through active methods only after the detection of the island by passive scheme and
thus, reducing the amount of perturbations injected into the system. However, hybrid methods need
longer time to detect the island compared to active and passive methods [4].

Existing active techniques are generally very effective in detecting islanding phenomenon, but
have the significant disadvantage of requiring a direct influence on power system such as
overcurrent, voltage quality and etc. Because the exported real and reactive power must be large
enough to perfectly operate the over/under frequency relay for detecting islanding operation. Passive
techniques can avoid this problem and are generally the least expensive to install, but they cannot be
guaranteed to operate under all islanding condition. In [8], the authors proposed a method that uses
voltage magnitude variation to detect islanding phenomenon by monitoring the fluctuations in the
reactive power and voltage magnitude at the inter-tie point caused by varying the internal induced
voltage of DG unit. In [9] the authors proposed a new methodology based on the active and reactive
powers changes to detect the islanding state. In this method if the active power is less than threshold,
system will continue to work. But if the real power value is more than threshold, reactive power
value is considered and if its value exceeds threshold as well, islanding is detected and disconnect
command will be transmitted.

In this paper a novel method for detecting the islanding condition in DG units is proposed. This
method simultaneously measures active and reactive power variations. A new islanding detection
factor for computing complex power variations is defined and calculated in each time intervals. The
proposed method is implemented on two case studies and the results are compared with other
methods.
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2. METHODOLOGY

By monitoring the fluctuations in both active and reactive powers at the inter-tie point, islanding
phenomenon can be detected. In general, synchronous generator is used for DG unit as shown in
Fig. 2.

Figure 2. Equivalent circuit of network with DG unit

The active and reactive power P, Q supplied to the network from the DG unit can be calculated as
follows [8] :

E ||V
P = 7| (’)l(lT 7l siné (€Y)
[Vel
Q=5 (IE;Icosd — Vr]) (2)
T

Where: E, is internal induced voltage in DG unit, V7 is system voltage, X7 is synchronous reactance
per phase and J is difference phase angle between E, and V7.

On the other hand, we know the apparent power (S) is a complex variable which is expressed by
P and Q as follow:

S=P+j0Q )

Therefore the fluctuations in both active and reactive powers can be expressed by load variations
at inter-tie point:

AS =AP +j AQ (4)

Now, we define a new islanding detection factor to compute apparent power variations at
specific time, based on the values of P and Q at the first time interval:

VAPZ + AQ?
Sista, = ~—e——"" (5)
Pl + Ql

Where, P; and Q; are active and reactive powers in the first time interval (¢;) at the inter-tie point.
APy and AQy are active and reactive power variations at time #.
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The proposed procedure for islanding detection based on fluctuations in both active and reactive powers
are as follow:

1.
iii.
iv.

Vi.
Vil.

Measure P and Q in the first time interval at the inter-tie point. (P; and Q;)

Measure P and Q in next time interval at inter-tie point. (Px and Q)

Compare the values of P and Q with the previous time interval and calculate 4Py and 4Qy.
Calculate A4Sk or load variations at Inter-tie point: ASx= APk +j AQk

Calculate islanding detection factor (S;y,) using Eq. (5).

If Sj..> 1, the islanding has been occurred and the breaker should trip.

If Sj0.< 1, go to step (ii).

Flowchart of proposed method for islanding detection is shown in Fig. 3.

Figure 3. Flowchart of proposed method for islanding detection
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3. CASE STUDY AND RESULTS

The single line diagram of system considered in this paper is shown in the Fig .4 [10]. A DG unit is
considered as generator in order to represent a wind farm with the initial current into the infinite bus
set to 1.0 (unity power factor). The generator reactance is X.,=0.8 per unit using a 100 MVA system
base.

Figure 4. Single line diagram of test system

The wind turbine DG of 186MW is modeled in Power World Simulator Software [10] and
simulation results are given in Fig 5. In this case study, at the first time interval (One millisecond),
DG supplies active and reactive power of P;=57.489MW and Q,=34.982MVar, respectively, and the
grid supplies the remaining power.

The islanding detection factors (S;;) are calculated for each time interval and all of them are
less the 1, before 168 milliseconds. At the time 168 milliseconds, active and reactive power
variations reached to AP 4=12.327 MW and AQ,¢=77.219 MVar, respectively and the S, value is
1.162 which is greater than 1. It means an islanding has been occurred at time 168 milliseconds and
the breaker should trip.

Figure 5. Values of islanding detection factor for wind turbine DG of 186 MW
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The same procedures have been done on wind turbine DG of 200 MW in Power World
Simulator Software and simulation results are given in Fig 6. Here, at the time 18 milliseconds, the
S;sa value reached to 1.196 which is greater than 1. It means an islanding has been occurred at time
18 milliseconds and the breaker should trip.

Figure 6. Values of islanding detection factor for wind turbine DG of 200MW

In order to demonstrate the accuracy and speed of the proposed method, two other islanding
detection methods have been implemented on the aforementioned case studies and the results have
been compared. These methods are as follow:

1. Method I : Monitoring the fluctuations in the reactive power and voltage magnitude [8]
2. Method II : Combined changes of active and reactive powers of distributed generations [9]

The islanding detection time using different methods are presented and compared in Table 1. It is
observable that the proposed method in both case studies is relatively faster than Method I and
Method I1.

Table 1. Comparison of islanding detection time using different methods

Islanding Detection Time
CaseStudy |\ thod I | Method 1T | Proposed
[8] [9] Method
DG : 186MW 171 ms 200 ms 168 ms
DG : 200MW 20 ms 19 ms 18 ms
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4. CONCLUSIONS

In this paper a new method to detect islanding condition of DG has been proposed. This method
measures the fluctuations in both active and reactive powers in same time. A new islanding
detection factor to compute apparent power variations at specific time has been defined and
calculated in each time interval. A wind turbine DG has been modeled in Power World Simulator
Software and islanding detection time has been determined and compared with the results of
different methods. The results demonstrated the significant speed of proposed method.
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